	
	


	
	



B
Quantitative studies on the benefits of investment in rural R&D

This appendix supplements the discussion in chapter 3 on the benefits of rural research and development (R&D), drawing on relevant material from the Commission’s 2007 study into public support for science and innovation. It summarises commonly cited estimates of the returns from investment in rural R&D and notes important methodological issues and other complicating factors that may affect the precision of these results and, in turn, their application in a policy sense. 

B.1
Estimating returns from investment in rural R&D

Box 3.2 in chapter 3 provides a high level summary of the major empirical work on the returns from rural R&D. To expand on this:

· An analysis by Alston et al. (2000) of over 1000 estimates compiled from nearly 300 studies from around the world (published between 1953 and 1998) found an average 81 per cent return to investment in rural research and extension, with a median return of 44 per cent. For research‑only projects, the average estimated return was 100 per cent, with a median of 48 per cent.

· In an Australia‑specific context, Mullen and Cox (1995) found returns from investment in rural R&D of between 15 and 40 per cent. Using updated data, Mullen (2007, 2010) again found this range of returns to be representative for Australian investment in rural R&D.

· The Commission’s own research has broadly aligned with the findings of Alston et al. (2000) and Mullen and Cox (1995).

· PC (2007) surveyed 42 different econometric studies from Australia and overseas (sourced, respectively, from IC 1995 and OTA 1986), estimating an average return on investment of 57 per cent, with a median of 43 per cent.

· Shanks and Zheng (2006), which helped underpin the analysis in PC (2007), calculated a 24 per cent return on investment in rural R&D.

There has also been some other recent empirical work that can inform analysis of the returns from rural R&D:

· An evaluation for the Council of Rural Research and Development Corporations (CRRDC 2010) reported that every $1.00 invested through the Rural Research and Development Corporations (RDCs) returned (on average) $10.51 after 25 years.
 The evaluation further indicated that the benefits can materialise quickly, with 60 per cent of the sampled RDC projects generating a positive return after five years, rising to 77 per cent after ten years. Moreover, environmental and social benefits were not generally included in the estimates, implying potentially greater returns still.

· As a point of comparison, the Australian Centre for International Agricultural Research (ACIAR) — which funds research intended to improve agricultural performance in developing economies — also has a process for evaluating its R&D program. Even with the narrowest of assumptions (requiring ‘substantial demonstration of benefits’ attributable to ACIAR), Raitzer and Lindner (2005) estimated an average benefit–cost ratio of 1.31:1.
 Furthermore, Pearce et al. (2006) assessed the benefits to Australia from ACIAR’s work, finding an average return of $0.23 for every $1.00 in benefits accruing to ACIAR’s partner (developing) countries.

· In a study by the Australian Bureau of Agricultural and Resource Economics and Sciences (ABARES), Sheng, Mullen and Zhao (2010) reported that a slow down in the rate of productivity growth in Australian broadacre agriculture since the mid‑1990s can, in part, be attributed to reduced public investment in rural R&D (see below). A similar finding was made by Beddow, Pardey and Alston (2009) at a global level.

· Further ABARES research by Sheng, Gray and Mullen (2010) suggested that public investment in domestic rural research and extension activities has made approximately the same contribution to productivity growth in Australian broadacre agriculture as investment by other countries in their rural research (the results of which can often be adapted for applications in Australia).

B.2
General caveats and qualifications

As the Commission has previously outlined (PC 2007), a range of factors can influence the outcomes of econometric analysis (box B.1). These are pertinent in considering the studies outlined above, as well as other research in this field.

A key caveat is that comparing results across different studies can be problematic. As Alston et al. (2000) demonstrated, the specification of different project evaluations can have a material effect on the reported results. (A selection of measure attributes is reproduced in table B.1.) 

	Box B.1
Drawing conclusions from econometric studies

	Estimating the returns to investment in rural R&D is a difficult exercise, requiring a range of simplifying assumptions. These in turn influence what can be drawn from the results, especially with regard to policy setting.

In its 2007 report into public support for science and innovation, the Commission outlined some of the major factors that lead to imprecision in results. Among these are:

· model specification issues, arising from the complex relationship between R&D and productivity, which present challenges such as:

· how to account for other factors that influence productivity growth, including R&D investment levels in other countries

· the often long period of time before any benefits materialise from an initial investment in R&D

· the best way to estimate or proxy marginal returns, which are most relevant in a policy context

· data imperfections, including:

· the relatively limited availability of time series data (particularly in the context of lags between investment and the benefits from the research, noted above)

· incomplete data on public R&D investment, and even less data on private investment

· difficulties in the measurement of multifactor productivity

· selection bias, potentially due to:

· ‘bottom drawer’ effects — that is, studies with insignificant coefficients or inconclusive results not being considered

· an emphasis on ‘hero projects’ (with particularly high returns) rather than genuinely random project samples.

As the Commission noted in its 2007 report, the consequence of these various factors taken together is that any econometrically estimated return to R&D investment ‘is too imprecise for calibrating funding’ (p. 186). 

Nevertheless, the empirical evidence viewed in an overall sense is suggestive of good returns to investment in rural R&D.

	

	


Table B.1
Rates of return by measure attributes

	Attribute
	Number of

estimatesa
	
	Rate of return

	
	
	
	Mean
	St. dev.
(mean)
	Mode
	Median
	Minimum
	Maximum

	
	no.
	
	%
	percentage points
	%
	%
	%
	%

	Real or nominal rate of return

	Nominal
	351
	
	70
	64
	52
	51
	-2
	466

	Real
	1 302
	
	77
	146
	46
	44
	-100
	1 736

	Nature of evaluation

	Ex ante
	405
	
	94
	215
	49
	36
	-12
	1 736

	Ex post
	1 367
	
	77
	217
	46
	46
	-100
	5 645

	Average or marginal rate of return

	Average
	1 708
	
	82
	266
	49
	38
	-100
	5 645

	Marginal
	686
	
	81
	98
	40
	50
	-1
	1 219

	Private or social rate of return

	Private
	55
	
	139
	500
	20
	30
	0
	3 539

	Social
	1 717
	
	79
	201
	40
	44
	-100
	5 645

	Rate of return reported or derivedb

	Reported
	1 683
	
	72
	200
	46
	44
	-100
	5 645

	Derived
	89
	
	247
	387
	1
	60
	0
	1 720


a Due to sample exclusions, the total number of estimates for each category will not always be equal. b Refers to whether the rate of return is explicitly reported in the original study or subsequently derived by Alston et al. (2000) from a benefit–cost ratio.

Source: Alston et al. (2000, p. 56).

In addition, the project‑based nature of most of the empirical work may result in a systematic upward bias in reported returns. As noted in box B.1, this is because failed projects — and especially those that are terminated early — may not be encompassed by any ex post project‑specific assessment, while highly successful ‘hero’ projects may be singled out for evaluation. 

However, even using a portfolio assessment approach so that all project‑related spending is included, reported returns are still significantly positive on average. Alston et al. (2000) found that aggregated assessments (by program or institution) indicated returns of between 18 and 45 per cent. Similarly, in a sample of studies that predominantly (though not exclusively) comprised rural R&D projects, PC (2007) reported an average benefit–cost ratio from various portfolio assessments of around 2:1.

Sources of productivity growth

Productivity growth necessarily reflects a relationship between inputs and outputs. While the net effect — that is, multifactor productivity growth — is clearly important, it alone cannot tell the whole story. It is also useful to assess the impact of changes in labour and capital as well as in production. Input‑ and output‑specific factors may provide explanations for overall productivity trends that would not otherwise be immediately apparent.

More specific to this inquiry, the inherent complexity of productivity suggests that there are likely to be many different contributing and interrelated factors beyond solely R&D. Some particular issues are the extent to which observed rural productivity growth in Australia can be attributed to:

· R&D versus other factors (including climate variability and industry consolidation)

· domestic investment in Australian rural R&D versus investment in rural R&D that is both funded and conducted overseas

· research versus extension.

Section B.3 discusses recent work that has made substantial advances in this area. However, at a general level, the potentially high correlation between these factors will necessarily complicate efforts to estimate the specific contributions of each.

Furthermore, attempting to include every possible variable in an econometric analysis of productivity growth would most likely make the task intractable. To start with, it can sometimes be extremely difficult to identify appropriate data sources and/or usable proxy measures. The upshot of this is that caution is warranted about potentially significant causal factors being excluded from any analysis.

B.3
Recent studies by ABARES

Much of the past research into the role of rural R&D has only made passing reference to other factors, or simply assumed the shares of productivity growth that could be attributed to different sources. However, the two aforementioned studies by ABARES have sought to attribute the sources of rural productivity growth in a more conceptually robust way. 

· Sheng, Mullen and Zhao (2010) tested the significance of different variables — including investments in agricultural R&D, climate, farmer education and the terms of trade — in explaining productivity growth in Australia’s cropping and livestock (broadacre) industries. Of all the variables considered, climate was estimated to have the largest effect on productivity — consistent with the severe impact of drought conditions. But Sheng, Mullen and Zhao suggested that this on its own did not account for a ‘structural break’ (a fundamental change in the trend) identified in the mid‑1990s. They went on to conclude that, of the variables tested, this structural break was best explained by reductions in public R&D investment levels in Australia. By contrast, education and the terms of trade were estimated to have been considerably less important factors.

· Sheng, Gray and Mullen (2010) — which was released after the Commission’s draft report — assessed the separate contributions of domestic and foreign R&D investment to productivity growth in Australia’s rural sector. The study indicated that rural research and extension had contributed around 1.2 percentage points to a long‑term (1953–2007) average productivity growth rate for Australian broadacre agriculture of 2 per cent, with that contribution further separable into:

· 0.33 percentage points from domestic public R&D investments

· 0.27 percentage points from domestic investment in rural extension 

· 0.63 percentage points from foreign R&D (the proxy for which was public R&D expenditure in the United States).

Taken together, these two studies have potentially significant policy implications. Prima facie, Sheng, Mullen and Zhao (2010) lends considerable support to the notion that increased investment in rural R&D could generate significant productivity benefits. In fact, the study was widely cited in this context by inquiry participants (for example, Australian Institute of Agricultural Science and Technology, sub. 12; Department of Industry and Investment — NSW, sub. 69; Meat and Livestock Australia, sub. 106; Across Agriculture, sub. 116; Growcom, sub. 122; Council of Rural Research and Development Corporations, subs. 128 and DR260; Grains RDC, sub. 129; Department of Agricultural, Fisheries and Forestry, sub. 156). Moreover, the follow‑up study by Sheng, Gray and Mullen (2010) implies that the contribution of domestic R&D cannot be dismissed as insignificant relative to foreign R&D — notwithstanding the typically adaptive nature of much of Australia’s rural research.

However, despite the advances in methodological techniques demonstrated in the ABARES studies, the Commission considers that there are still some critical issues associated with the econometrics that limit the weight that should be placed on the results when formulating policy. Essentially, there are three broad (and, in many regards, related) concerns.
 These are:

· how much productivity growth is in fact attributable to public investments in domestic R&D versus private and overseas investment

· omitted non‑R&D factors that may also be important in explaining rural productivity trends

· most significantly, uncertainties over the data that (among over things) raise doubts about whether recent productivity trends in broadacre agriculture are representative of what has occurred across the rural sector as a whole.

Attribution of R&D impacts

As observed in section B.2, specifying econometric models to accurately account for the various sources of productivity growth is challenging. Australian producers may realise benefits from R&D regardless of whether it has been privately or publicly financed, undertaken domestically or overseas, or indeed originally intended for rural applications or not.

Clearly, Sheng, Gray and Mullen (2010) has made significant progress in trying to disentangle at least one dimension of these effects — that is, in understanding the relative contributions of foreign and domestic R&D investments (box B.2). But as the authors themselves acknowledge, the attribution of foreign R&D impacts is far from settled (in large part due to data limitations, the general implications of which are discussed below).

The impact of private sector investment in R&D on Australian rural productivity has also been left largely unexplored by the recent ABARES’ research. Public and private funding would seem to be largely interchangeable in examining the general 


	Box B.2
The effect of foreign R&D

	Given that Australia accounts for as little as two per cent of the world’s total rural R&D (chapter 2), and that Australia draws heavily on research conducted overseas, any correlation between domestic R&D funding and rural productivity growth would presumably apply to global R&D investment as well.

Until the work of Sheng, Gray and Mullen (2010), few attempts had been made to systematically account for the productivity impact of R&D undertaken in other countries. 

For example, an analysis contained in Mullen (2010) — replicating Mullen (2007) — assumed that annual productivity growth consequent on Australian rural R&D would plausibly lie between 1.0 and 1.6 per cent (based on a long‑term trend rate for productivity growth in broadacre agriculture of 2.0 per cent per annum). In one case modelled, it was assumed the entire 1.6 per cent benefit from R&D could be attributed to domestic research on the basis that ‘some domestic research is required to capture the benefits from foreign spillovers’ (p. 26). This is seemingly analogous to saying that extension is empirically responsible for the productivity gains from research since, without extension work, there would be little application of research outcomes.

Viewed in this light, the work of Sheng, Gray and Mullen (2010) represents a considerable advance. As discussed in the text, their study effectively separated explanatory variables for domestic and foreign R&D investment, allowing for more robust decomposition of the relative contributions of each.

Another relevant study (although focused on New Zealand’s agricultural industry) was conducted by Hall and Scobie (2006). It found that where countries are substantially reliant on absorbing foreign R&D — as is the case for both Australia and New Zealand — then the more knowledge that is available overseas, the greater is the marginal return to domestic R&D.

However, disaggregating the relative impact of domestic and imported R&D — while conceptually important — is difficult in practice. Finding suitable proxies is one key challenge. Sheng, Mullen and Gray (2010) drew on US public expenditure data as a proxy for foreign R&D investment — thus excluding US private R&D spending, which could be a major source of adaptable innovations. Hall and Scobie (2006) relied on a measure of US patent registrations as their proxy, although not all rural R&D is subject to intellectual property protection. 

More generally, Hall and Scobie (2006) emphasised that ‘the estimates of the contribution of domestic R&D are very sensitive to the method and specification adopted, and … even with lengthy time series data, it is not easy to isolate the effect’ (p. 33). Perhaps unsurprisingly, the more realistic a model is made in regards to simulating market conditions, the more complex the interpretation of results becomes. This is particularly the case where public and private, domestic and foreign R&D may all have broadly similar properties and be highly correlated. 

Still, the conclusions of Sheng, Gray and Mullen (2010) with regard to the relative rural productivity impacts of domestic and foreign R&D investments seem intuitively reasonable, and are consistent with the common sense finding of Hall and Scobie (2006) that a domestic research capacity is necessary to absorb the benefits from foreign R&D.

	

	


linkage between productivity and investment in R&D.
 Hence, even if public investment has fallen over recent years, conclusions drawn without taking into account what has been happening to private funding could be erroneous. 

ABARES (sub. DR270, and reinforced in Sheng, Gray and Mullen 2010) suggested two reasons why the exclusion of a variable for private expenditure on rural R&D may not have a meaningful impact on any assessments of the sources of productivity growth in the Australian rural sector:

· Private expenditure on rural R&D in Australia has historically been small relative to public sector spending.

· Much of the private R&D that does occur goes into commercial applications, developed off farm, that are used as inputs on farm, which in turn are already captured in the productivity data.

However, it is unclear to the Commission that the potential significance of private expenditure as an explanatory variable can be quite so easily dismissed. In particular, any private investments in on‑farm R&D (that is, producers undertaking their own R&D — either individually or through cooperatives such as the Birchip Cropping Group — rather than drawing on the public system or buying innovations ‘off the shelf’) would not constitute an input for the productivity measures in question. There are insufficient data (see below) to clearly identify the relative balance between private investments in on‑farm and off‑farm R&D, nor whether this balance has shifted over time. Nonetheless, were private spending on rural R&D (not encompassed in farm‑purchased inputs) to have increased at a rate sufficient to offset the decline in public spending, this would clearly be pertinent to any analysis of productivity trends.

Other omitted variables

Rural productivity growth may also be affected by a range of non‑research‑related factors. For example, and as noted above, Sheng, Mullen and Zhao (2010) tested for the impact of climate variability, the terms of trade and farmers’ education.

However, one factor that was absent from this analysis was the role of industry rationalisation. The rise of larger farming enterprises, and the concomitant departure of weaker operators, have likely had a strong positive impact on the sector’s productivity — in turn potentially impacting on adoption of new technologies and other on‑farm innovations.

In responding to the draft report, ABARES (sub. DR270) disputed the relevance of industry rationalisation in the context of analysis designed to identify the contribution of R&D to observed productivity growth.
 Specifically, it contended that such consolidation would be uncorrelated with public investment in rural R&D and that, accordingly, the omission of a consolidation variable would not affect the estimated impact of rural R&D on productivity.

While the Commission accepts the substance of this argument, it does not consider that the effect of consolidation can be entirely ruled out in an econometric sense. As AgForce observed, ‘farm consolidation is enabled by improvements in both production techniques and communication technologies that result in greater labour efficiency and capacity’ (sub. DR238, pp. 5–6). As a practical example of this, Nossal et al. (2009) noted the productivity impact of consolidation in the dairy industry since 2000. In that industry, larger (and ultimately more efficient) dairy operations replaced small unprofitable farms, increasing farming intensity and technological adoption. As such, if the extent of rationalisation has slowed over time,
 this could reduce the marginal return from R&D spending — in turn meaning that if a consolidation variable is not included, any impact of a downturn in R&D spending could be overstated.

Data‑related uncertainties

The most substantive concern — both in its own right, and because it underpins the concerns discussed above — relates to the availability and interpretation of data on productivity trends and rural R&D funding levels. Specifically: 

· there is significant uncertainty about whether productivity trends in broadacre agriculture have been representative of those for the entire rural sector

· there are insufficient data to establish precisely what has been happening to total funding for rural R&D.

Trends in productivity growth

Sheng, Mullen and Zhao (2010) — as well as other research in this area — has preferred to use ABARES’ farm survey data for broadacre industries. This dataset demonstrates a trend decline in productivity for broadacre agriculture since the mid‑1990s. Yet this headline finding masks significant variation across individual rural industries. Nossal et al. (2009) noted that ‘the slowdown [in broadacre productivity] has been largely restricted to cropping industries’ (p. 213). Hence, while multifactor productivity growth declined by 2.1 per cent in cropping industries between 1998 and 2007, it increased by 2.8 per cent for beef producers over the same period.

This divergence in results within the broadacre industries in turn raises the question of whether the aggregate broadacre agriculture trends can be taken as representative of the rural sector as a whole. Importantly, Australian Bureau of Statistics’ data for all agriculture, forestry and fishing (ABS 2010c) appear to show a different story from that reflected in the broadacre‑specific analysis. As separate Commission research (PC 2010a) has established, owing to drought, average multifactor productivity growth in the agriculture, forestry and fishing sector was ‑1.2 per cent between 2003‑04 and 2007‑08. 

· But as climatic conditions improved in 2008‑09, multifactor productivity rose by 14 per cent. While it is generally problematic to draw conclusions from a single year change, this particular rise was consistent with the patterns of drought in previous productivity cycles: depressed growth during periods of low rainfall followed by a pronounced ‘bounce’ thereafter.

· Moreover, in each of the preceding three complete productivity cycles prior to 2003‑04 (covering the period from 1988‑89), annual multifactor productivity growth for agriculture, forestry and fishing averaged between 3 and 4 per cent.

Also, when compared to other parts of the economy, trend productivity growth for the rural sector has been relatively stable. Indeed, although there has been an apparent slight decline in productivity growth since the mid‑1990s, this is not statistically significant at any reasonable level of certainty (box B.3).

	Box B.3
Trends in multifactor productivity growth for agriculture, forestry and fishing

	To test the widely held view that trend productivity growth has declined in the rural sector, the Commission examined the ABS data for agriculture, forestry and fishing dating back to the mid‑1980s. While a simple linear regression for the period since 1993‑94 suggests a small apparent decline in productivity growth, the full data series (going back to 1986‑87) in fact indicates a very slight increase. Importantly, neither of these results are statistically significant — in turn implying that there is little evidence of a change in trend productivity growth (up or down) across the entire rural sector over the last quarter of a century. If anything, despite obvious year‑to‑year volatility, trend productivity growth for all agriculture, forestry and fishing appears to have been remarkably stable over this lengthy period.

	1986‑87 to 2009‑10

Average growth rate
2.68%

Slope
0.017
(0.303)
Intercept
2.945
(4.327)
R2
0.000

Standard errors in parentheses. Slope and intercept coefficients not statistically significant at the 10 per cent confidence level.
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	1993‑94 to 2009‑10

Average growth rate
2.74%

Slope
-0.096
(0.600)
Intercept
4.245
(6.147)
R2
0.002

Standard errors in parentheses. Slope and intercept coefficients not statistically significant at the 10 per cent confidence level.

Source: Original series from ABS (Experimental Estimates of Industry Multifactor Productivity, Australia: Detailed Productivity Estimates, 2009‑10, Cat. no. 5260.0.55.002).
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Further, while the ABS dataset does not extend as far back in time as the broadacre estimates provided by ABARES, it is notable that data for the entire rural sector do not replicate the sharp divergence in annual productivity growth before and after 1993‑94 — the structural break identified by Sheng, Mullen and Zhao (2010).

· Sheng, Mullen and Zhao (2010) reported that annual broadacre productivity growth averaged 2.2 per cent between 1953 and 1994, but only 0.4 per cent between 1994 and 2007. 

· ABS data indicate that between 1987 and 1994, productivity growth in all agriculture, forestry and fishing industries averaged 2.6 per cent. However, between 1994 and 2010, productivity growth across the sector averaged 2.7 per cent. (And even for the 1994–2007 period covered by the ABARES study, sector‑wide productivity growth averaged 2.1 per cent a year — substantially higher than the estimated average for broadacre industries.)

In responding to similar observations in the draft report, ABARES argued that the richness of the broadacre data allowed for the use of ‘sophisticated statistical techniques designed to address the various methodological issues [discussed above]’ (sub. DR270, p. 12). But it did not challenge the notion that, just as there has been variation within broadacre industries, it is probable that there will be variation in productivity trends between broadacre industries and other parts of the rural sector. 

Indeed, it is almost inevitable that productivity growth in individual rural industries or sub‑sectors will be more volatile than for the rural sector as a whole. Not only will factors such as weather affect parts of the sector differently, but the research opportunities available in particular industries will vary over time, leading to bursts of high productivity growth followed by more subdued performance until the next ‘breakthrough’ innovation. This reinforces the need for considerable caution in drawing conclusions from analyses of sub-sector productivity outcomes. 

In summary, the Commission finds that the available evidence is inconclusive about whether trend productivity growth across the entirety of the rural sector has actually slowed to any great extent. Further, the observed productivity growth in broadacre industries does not appear to the Commission to be a good basis on which to draw conclusions about sector‑wide trends. 

Funding levels for rural R&D

Although it is commonly perceived that public investment in rural R&D has been declining, the aggregate funding data are deficient in various respects (chapter 2). Most importantly, while funding from at least some State and Territory Governments appears to have declined, the trend in funding from the Australian Government is less clear (particularly given the multitude of spending programs relevant, but not specific, to the agricultural sector — for example, investments in climate change mitigation). Therefore, it is difficult to conclude categorically that total public funding has fallen significantly over time.

Furthermore, the available data on private investment are even weaker than for public funding. The limited indications that exist suggest that private investment is unlikely to have increased significantly (at least since the 1990s — see chapter 2). Even so, as discussed earlier, the exclusion of private investment from the ABARES studies is another reason for caution in the strength of the conclusions that are drawn from that work.

B.4
The bottom line

There remain considerable empirical uncertainties in relation to the link between R&D investment and productivity growth in Australia’s rural sector. Nonetheless, the empirical work collectively suggests that there have been significant benefits for Australia from investing in rural R&D, and that the rates of return to such investment have not declined over time. The Commission also recognises that recent work by ABARES is more sophisticated than much of the research that has preceded it. Sheng, Mullen and Zhao (2010) and Sheng, Gray and Mullen (2010) have both explicitly sought to address some of the limitations that have detracted from previous studies.

That said, in the Commission’s view, the ABARES studies do not provide a basis for determining how much Australia should in future be investing in rural R&D, where that investment should occur, or what share of it should be publicly funded. Even were the historic productivity analyses and correlations to be without question, the policy settings underpinning those outcomes would not necessarily be appropriate in the future. As such, even the best econometric studies of past research benefits are no substitute for robust analysis of how individual government funding programs should be configured to deliver the best value from future public investment. The Commission’s findings on these matters are set out in chapter 4.







�	To derive an approximate rate of return, the benefit–cost ratio can by multiplied by the discount rate (in per cent) (Alston et al. 2000). Hence, for a discount rate of 5 per cent, a benefit–cost ratio of 10.51:1 translates to a rate of return of roughly 53 per cent.


	However, some caution is required with this simple calculation, which assumes perpetual annual returns from R&D. A more realistic pattern is that there will be low returns in early years, increasing to a peak level several years later, before declining again as the particular innovation is made obsolete. As such, rates of return that assume a perpetual benefit flow should be regarded as indicative only, and potentially overstated.


�	As per footnote 1, this implies a rate of return to ACIAR’s work of 7 per cent.


�	As per footnote 1, this implies a rate of return of 10 per cent. For context, project�specific assessments (within the portfolios analysed) reported a 40:1 benefit–cost ratio — a 200 per cent return — with this result skewed upwards due to the ‘extreme’ returns reported by some projects in the sample.


�	For example, drought would be expected to reduce output in the rural sector and — holding inputs constant — therefore productivity. However, ABS data (ABS 2010c) reveal that capital services have also increased significantly across the agriculture, forestry and fishing industries since the 2002�03 drought. One plausible explanation for this could be that farms were investing in ‘drought proofing’ infrastructure, both as drought hit and in its aftermath. While such new expenditure would not likely deliver immediate output gains, thereby further reducing apparent productivity in the short term, benefits would be realised over time during future drought�affected periods.


�	In the draft report, the Commission raised some additional technical concerns about Sheng, Mullen and Zhao (2010), including that the productivity and funding datasets each covered a slightly different composition of industries; as well as the risk that, given how RDCs are funded, a productivity decline might induce a reduction in funding (‘reverse causality’). Dr John Mullen (sub. DR172) disputed the Commission’s assertion about data mismatching, while ABARES (sub. DR270) suggested that neither issue was of any real consequence in exploring rural productivity trends. The Commission accepts that any impacts of these factors would be small. As such, they are not pursued further in this final report.


�	The ‘average’ productivity�related impact per dollar of public spending on rural R&D may be somewhat different from the impact of a dollar of private spending. This is because some public funding for rural R&D is directed at promoting non�productivity�related goals (for example, better environmental outcomes). However, for productivity�focused research, the Commission cannot see why it should matter greatly whether the funding comes from public or private sources. Moreover, were there to be any significant difference in this regard, then accounting for changes in private as well as public funding for rural R&D would most likely be even more important. That is, given the use of some public funds for non�productivity�related research, then (on average) less than a dollar of private spending would most probably be required to offset a dollar reduction in public funding.


�	Examples of private R&D on input�related commercial applications would include such areas as satellite�based precision agriculture technologies and biotechnological improvements in crop varieties. To the extent that royalties and other payments from (on�farm) producers allow (off�farm) private investors to capture the benefits of their R&D, then these are already reflected in the productivity data (which are calculated on the basis of the difference between the value of inputs and outputs). Put another way, such off�farm appropriation of benefits would mean that ‘the productivity effect of an increase in output would be at least partially offset by the measured increase in higher quality inputs’ (Sheng, Gray and Mullen 2010, p. 6).


�	ABARES (sub. DR270) further argued that the omission of any relevant variables would have no bearing on the ‘structural�break analysis’ contained in Sheng, Mullen and Zhao (2010). However, as discussed below, the Commission’s concern in this area relates more to data uncertainties than model specification.


�	Previous Commission research has suggested that after growing by 1 per cent each year during the early 1980s, average farm size then grew at only 0.5 per cent a year in the subsequent period through to 2002-03 (PC 2005).


�	That the 2008�09 recovery was not included in the most recent complete productivity cycle is arguably due to the definition of those cycles across the entire market economy, rather than specific to conditions in the agriculture, forestry and fishing sector. 


�	Average productivity growth rates are calculated on a geometric (rather than arithmetic) basis.
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