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Estimation strategy
The purpose of this appendix is the elaborate on the estimation strategy outlined in chapter 4. 

The market sector and industry models were specified as general Autoregressive Distributed Lag (ARDL) models following Pesaran and Shin (1999). Pesaran and Shin show how the ARDL model can be used for co-integration analysis. 

Step 1: Bounds test 

For estimation purposes, an unrestricted error correction model is specified 
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(J.1)

where mfp represents multifactor productivity, [image: image2.wmf]0

a

 is a constant, and x represents the variables of interest and control variables (public infrastructure, IT capital, communications infrastructure, and possibly education, industry protection, trade openness and other controls). 

The choice of t determines the number of lagged differenced variables included in the model. It is constrained by the trade-off between the number of explanatory variables and the number of available observations. 

The joint null hypothesis is that the long-run coefficients are individually and jointly equal to zero: 
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If this hypothesis cannot be rejected, then the variables do not form a long-run co-integrating relationship. Rejection is against the alternative hypothesis that the long-run coefficients are both non-zero
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The error correction model is first estimated without the inclusion of the lagged levels of the variables. A variable addition test is then undertaken with the F‑statistic obtained testing the null hypothesis. Under the null, the statistic has a non-standard distribution irrespective of whether the variables are I(0) or I(1). The critical values for the bounds test were computed in Pesaran et al. (1996) and re-produced in Pesaran and Pesaran (1997). Different assumptions about the deterministics of the model (for example, whether or not an intercept and time trend is included) require the use of different critical values tables.
  

If the computed F-statistic is below the lower band critical value (l.b.c.v.), then the null is conclusively not rejected — the variables are not jointly significantly different from zero and they do not form a long-run relationship. If the F-statistic is above the upper band critical value (u.b.c.v.), then the null is conclusively rejected in favour of the existence of a long-run relationship. If the F-statistic falls between the lower and upper critical values, then the outcomes of the test are inconclusive. This means that other approaches to testing the existence of a long-run co-integrating relationship have to be relied upon. 

The bounds test assumes the existence of a single co-integrating relationship which may not be the case. Pesaran and Pesaran (1997) recommend undertaking a series of ‘long-run forcing’ tests. Each of the explanatory variables is iteratively treated as the dependent variable and the bounds test is undertaken. If the tests fail to reject the null hypothesis, but the relationship of interest passes the test, then this indicates that the explanatory variables are the long-run forcing variables for the explanation of the dependent variable. Belke and Polleit (2005) interpret failure of the long-run forcing test as evidence of a spurious regression in the sense that the analyst cannot be confident that the model is capturing the intended direction of causation. 

Pesaran et al. (1999) extend the bounds testing procedure in a Vector Autoregressive/Error Correction Method (VAR/ECM) framework. Testing of the number of co-integrating vectors is explicitly undertaken. The bounds test is still only valid in the presence of a single long-run co-integrating relationship.  

Step 2: Obtaining the long-run coefficient estimates 

Having confirmed the existence of a long-run relationship, the long-run parameters are obtained by estimating the following general ARDL(p,m) model  

[image: image5.wmf]t

m

i

i

t

i

p

i

i

t

i

t

t

u

x

mfp

mfp

+

+

+

+

=

å

å

=

-

=

-

0

1

0

d

f

l

a


(J.2)

The number of regressions estimated is (p+1)k where p is the maximum number of lags of the dependent variable, m is the maximum number of lags of the explanatory variables, m is set equal to p, and k is the number of variables in the equation. For example, if the model contains six explanatory variables (excluding the intercept and trend if present) and two lags, then (2+1)6 = 729 regressions are computed. 

Selection criteria are used to determine which models have the best fit. In the above case, the selected model would contain zero, one or two lags of the dependent and explanatory variables, and the number of lags may be different for each variable. The Akaike Information Criterion (AIC) tends to select models with a higher lag order, while the Schwarz Bayesian Criterion (SBC) selects models of a lower lag order (a more ‘parsimonious’ model, as the model’s score is more heavily penalised for the inclusion of additional regressors compared with the AIC). The two estimators have similar small sample properties, with some preference towards the SBC, since it is a consistent model selection criterion, while the AIC is not. While the consistency property will not guarantee the selection of the true model in such a small sample, the limited number of observations means that there is a preference for preserving degrees of freedom by selecting the most parsimonious model suggested by the standard model selection criteria. Most model results in this paper are from models selected by the SBC. 

The long-run coefficient for explanatory variable x1 is calculated as the sum of the coefficients on it and its lags divided by one minus the sum of the coefficients on the lagged dependent variable. 
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If the selected model contains zero lags of the lagged dependent variable, then the long-run coefficient is simply the sum of the coefficients for the explanatory variable (the same as in the finite distributed lag model case). 

The procedure has a number of advantages compared with alternative co-integration analysis techniques.

· It can provide a robust estimate of the long-run relationship between variables irrespective of the order of integration of the underlying regressors: the regressors can be either I(1) or I(0), or fractionally integrated, and the procedure does not require prior knowledge of the true order of integration (that is, pre-testing of unit roots is not required). This is useful as correct identification of the order of integration of a series can be difficult due to the relatively low power of many unit root tests. 

· The step 1 bounds test gives a clear indication of the rejection or not of the null of no co-integrating relationship when the test statistic falls above the upper bound or below the lower bound. 

· The procedure can result in a model with sufficient lags to capture the data generating process in a general-to-specific modelling framework (subject to the constraint of the number of available observations combined with the number of explanatory variables). It can avoid ad hoc specification of the lag structure of the model.

· Most models in this paper are specified in a way that gives greater weight to limiting the risk of omitted variable bias compared with fully specified dynamics. This approach was taken because the capital service measures are based on an accumulation of past expenditures and the ARDL (1,1) specification can accommodate substantial transition paths following shocks.  

· Selection of the optimal lag order can eliminate potential endogeneity bias. 

· An intercept, time trend, and business cycle variable can be included in the estimated models. 

An error correction representation 

Where the selected ARDL lag order includes a lagged dependent variable, results are also presented based on a ‘restricted’ ECM 

[image: image7.wmf]t

t

t

o

t

t

mfp

x

x

mfp

m

a

a

+

-

+

F

+

D

=

D

-

-

]

[

1

1

1


(J.3)

where [image: image8.wmf]F

 is the error correction term, is negatively signed, and has a value usually between zero and negative one. The static long-run solution is separated from the short-run dynamics of the model. Specified in this way, a restriction is imposed that the long-run multiplier is unity. A coefficient of, say, -0.2 implies a relatively slow adjustment back to equilibrium with 20 per cent of the disequilibrium distance recovered in the following year (with annual data). A coefficient of -0.9 implies that almost all of the shock is recovered in the following year. A coefficient of -1.3 implies a process of over-shooting or over-correcting in the return to equilibrium. 

Encompassing models and non-nested tests 

Most of the modelling results presented are the outcomes of a tightly specified general-to-specific test down procedure. 

The choice of the initial set of variables to include in testing procedures faced a trade-off between the following considerations: 

· the default inclusion of one or more of a public or road infrastructure variable, a communication infrastructure variable, and an IT capital variable
· a desire to investigate interactions between certain variables
· a desire to control for other influences on productivity
· a possible need to include controls for the business cycle and a linear time trend
· a desire to specify as general a specification as possible incorporating dynamics. 

The relatively limited number of available time series observations meant that a single encompassing model could not be specified. Selection of the preferred models was done on the basis of expected signs, plausible economic magnitudes, the statistical properties of the models, and overall model fit determined by information criteria.

� See appendix E for a discussion of critical values for small samples.
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