	
	


	
	



E
The effect of infrastructure on market sector productivity
This appendix investigates the effects of infrastructure and IT capital on market sector productivity and elaborates on the market sector results presented in chapter 5. The effects are first investigated within the framework of the determinants of multifactor productivity (MFP) (section E.1). An investigation of the determinants of labour productivity is then undertaken (section E.2). Both of these sections use the techniques outlined in chapter 4 and detailed in appendix J. To further test the robustness of estimated effects, results from first differenced regressions are presented (section E.3) and gross fixed capital formation measures are tested in place of the constructed capital services measures (section E.4). Preferred model elasticities are then summarised (section E.5). These results are sensitivity tested to the infrastructure definition (section E.6) and the potential problems that may have arisen in estimating roads are discussed (section E.7). The implied rates of return from the preferred models are then presented (section E.8) and compared with other studies (section E.9). The appendix concludes with a summary of key findings.
The modelling includes a number of control variables from the set listed in table E.1 and was subject to a range of statistical tests described in table E.2
Table E.1
Description and expected sign of the market sector control variablesa
	 
Variable
	Description
	
	
Data source
	Expected sign

	Cycle/capacity utilisation variables
	
	
	

	opgaph11
	Growth rate of actual output less growth rate of potential output with potential output obtained by applying the Henderson 11 term moving average filter to value added.
	
	Authors’ estimates.
	(+)

	rba051
	Based on the simultaneous estimation of an output gap and Philips curve. 
	
	RBA Research Discussion Paper 2002-06
	(+)

	ACCI
	Subjective measure of capacity utilisation constructed from ACCI-Westpac business survey.
	
	ACCI-Westpac, Survey of Industrial Trends
	(+)

	minexppri
	Export price index for mining
	
	ABS (Cat. nos 6204.0 and 6457.0)
	(?)

	trend
	Linear time trend. Control for steady exogenous (technological) change. 
	
	
	(+)

	Cost of capital and its volatility
	
	
	

	yrbond
	10 year Commonwealth Treasury bond yield.
	
	Reserve Bank of Australia
	(-)

	shrtbond
	Yield on Commonwealth government securities (combined series of Treasury 2 and 3 year bonds). Measure of cost of holding inventories.
	
	Reserve Bank of Australia
	(-)

	spread
	Spread between long and short Commonwealth bond yields
	
	Reserve Bank of Australia, and authors’ estimates
	(-)

	R&D variables
	
	
	

	rbus


	Australian business stock of R&D with assumed decay rate of 15 per cent.
	
	ABS (Cat. no. 8104.0 and unpublished data), and authors’ estimates.
	(+)

	rbusof
	Australian business own-financed stock of R&D with assumed decay rate of 15 per cent.
	
	ABS (Cat. no. 8104.0 and unpublished data), and authors’ estimates.
	(+)

	rg
	Australian gross stock of R&D with assumed decay rate of 10 per cent.
	
	ABS (Cat. no. 8104.0 and unpublished data), and authors’ estimates.
	(+)

	rfgch
	Foreign gross stock of R&D with assumed decay rates of 15 per cent weighted by country import intensities.
	
	OECD (ANBERD database), ASNA input-output tables, and authors’ estimates.
	(+)


(continued on next page)

Table E.1
(continued)
	 
Variable
	Description
	
	
Data source
	Expected sign

	uspto_ti
	US Patent and Trademark Office (USPTO) patents, number of grants for R&D stock countries (weighted by import shares direction and intensity).
	
	OECD Patent database; authors’ estimates
	(+)

	uspto_te
	USPTO patents, number of grants for R&D stock countries (weighted by import shares of elaborately transformed manufactures)
	
	OECD Patent database; authors’ estimates
	(+)

	Other variables
	
	
	

	tiopen
	Index of imports as a proportion of GDP, where imports include capital, intermediate inputs, consumption and other imports.
	
	ABS (Cat. no. 5204.0).
	(+)

	tiopente
	Index of imports of elaborately transformed manufactures 
	
	Department of Foreign Affairs and Trade (Stars database).
	(+)

	era
	Effective rates of assistance to industry.
	
	Commission database.
	(-)

	edu
	Proportion of employed with post‑school qualifications. 
	
	ABS unpublished data.
	(+)

	nonggIT
	Capital services index for IT capital assets (hardware and software) of the market sector, excluding any general government IT assets allocated to the market sector by the ABS. 
	
	ABS unpublished data and authors’ estimates.
	(-)

	rci5
	Capital services index for the remainder of market sector capital. That is, total market sector capital less: IT capital (nonggIT) and any infrastructure capital included in other variables such as public economic infrastructure (I3), roads and communications infrastructure (ci5).
	
	ABS unpublished data and authors’ estimates.
	(+) 

in labour productivity models

	rc5rd
	Capital services index for combined ‘rci5’ and ‘roads’.
	
	ABS unpublished data and authors’ estimates.
	(+) 

in labour productivity models

	ksrv
	Capital services index for total market sector capital
	
	ABS (Cat. no. 5204.0)
	(+) 

in labour productivity models


(continued on next page)
Table E.1
(continued)
	 
Variable
	Description
	
	
Data source
	Expected sign

	Interactions
	
	
	

	ITdigi
	IT capital (‘nonggIT’) scaled by share of access lines digitised (‘digi’).
	
	
	(+)

	rci5dg
	Private ‘conventional’ capital (‘rci5’) scaled by share of access lines digitised (‘digi’).
	
	
	(+)


a Variations on these variable names have the following meanings: ‘d’ before a variable name means variable is first differenced; ‘(t-#)’ after a variable name means the named variable has been lagged by # periods; ‘hr’ after a variable names means the variable is expressed as per hour worked. Detailed definitions of infrastructure variables are provided in table 3.3.
Table E.2
Statistical tests for model robustness

	Test 
	Description and interpretation 

	Durbin-Watson (DW) ‘d’ statistic 
	Test for first order serial correlation in residuals using Durbin-Watson ‘d’ statistic. A statistic close to 2 indicates no serial correlation. A statistic under 2 indicates positive serial correlation or persistence in the data. A test statistic greater than 2 indicates negative serial correlation.

	Durbin-Watson (DW) ‘h’ statistic
	Test for serial correlation using Durbin-Watson ‘h’ statistic for models that include regressors that are not strictly exogenous, for example, a lagged dependent variable. Prob > Chi2 in brackets. A small probability rejects the null of no serial correlation.

	AIC and SBC information criteria
	Akaike’s information criterion (AIC) and Schwarz’s Bayesian information criterion (SBC). Useful for comparing the overall fit of different models (smaller scores indicate better model fit). The SBC is said to be more ‘parsimonious’ as the model’s score is more heavily penalised for the inclusion of additional regressors compared with the AIC. In selecting alternative models, the AIC tends to select models with richer lag structures. 

	Test for serial correlation
	The modified LM statistic (or F statistic) provides a test of the hypothesis of no first order serial correlation. Kiviet (1986) has shown that in small samples the F version is generally preferable to the LM version.

	Test for functional form 
	Ramsey specification error test for omitted variables using powers of the fitted values. The null hypothesis is that there are no omitted variables. A failure to reject the null provides support for the chosen functional form. 

	Test for normality
	Bera and Jarque (1981) test of the null hypothesis that the disturbances have a normal distribution.

	Test for heteroskedasticity 
	Test for heteroskedasticity or non-constant variance in the residuals. The null is that different sub-samples of the data have the same variance (homoskedasticity). P-values are in brackets. A small p‑value rejects the null.  


E.1
Infrastructure as a determinant of MFP growth

Initial estimates of the effect of communication infrastructure
The first model presented includes communication infrastructure and IT capital, and a range of other explanatory variables, but does not include road infrastructure (model A1 in table E.3). The signs on the coefficients are as expected, and are statistically significant at 1 per cent or greater (with the exception of business R&D which is not statistically significant at 10 per cent). The model passes the suite of statistical tests and the bounds test, but it strongly fails the long-run forcing tests. The degree of over-correction in the error correction method (ECM) term is of concern and there is a fairly high degree of negative residual autocorrelation in the error correction representation (table E.4). 
Iterations of the long-run forcing test pointed towards dropping IT capital from the model. When this was done, the sign on communications infrastructure remains positive and highly significant, and the coefficient on business R&D is negative and highly significant (model A2). The model passes the bounds and long-run forcing tests. There is still significant over-correction in the ECM term, but the degree of negative residual autocorrelation is reduced. 
The economic magnitude of the elasticity on business R&D implies a rate of return that is negative and substantial. A negative excess effect is not impossible (a social return to business R&D below the private return), but estimation at the level of the market sector should capture inter-firm and inter-industry spillovers leading to an expectation of a positive effect on productivity. If business R&D is lagged two periods (as in model A1), then the coefficients (and standard errors) on communication infrastructure and business R&D become 0.059 (0.022) and -0.029 (0.018), respectively. If trade openness is dropped from the model, the coefficient on business R&D remains negative and highly significant. 

Given the magnitude of the negative effect, business R&D was dropped from the model resulting in the coefficient on communication infrastructure being reduced in economic magnitude and a loss of statistical significance (model A3). The model passes the bounds and long-run forcing tests (with some uncertainty over ‘tiopen’ — see the notes to the table). The ECM term is -1.28 and is highly significant with a value of -1.0 falling within the 95 per cent confidence interval. 
Table E.3
Effect of communication infrastructure on market sector MFP, long run coefficients 

Dependent variable is ln(MFP). Maximum lag of 1.
	Selection criteria
	AIC
	SBC
	AIC
	SBC
	AIC/SBC
	AIC

	
Lag order 
	(1,1,0,0,
1,0,1)
	(1,1,0,0,
1,0,0)
	(1,1,0,1,0,0)
	(1,1,0,0,0,0)
	(1,1,0,0,0)
	(1,1,0,0,0)

	Model
	A1
	A1
	A2
	A2
	A3
	A4

	opgaph11
(Stochastic)
	
	
	
	
	
	
	
	
	
	
	0.111
(0.226)
	

	ci5ioug
	0.059
(0.016)
	***
	0.057
(0.018)
	***
	0.065
(0.021)
	***
	0.061
(0.022)
	**
	0.032
(0.022)
	
	
	

	nonggIT
	-0.022
(0.006)
	***
	-0.021
(0.006)
	***
	
	
	
	
	
	
	
	

	rbusof
	
	
	
	
	-0.036
(0.012)
	***
	-0.032
(0.012)
	**
	
	
	
	

	rbusof(t-2)
	0.012
(0.018)
	
	0.006
(0.019)
	
	
	
	
	
	
	
	
	

	edu
	0.205
(0.049)
	***
	0.210
(0.053)
	***
	0.058
(0.019)
	***
	0.061
(0.019)
	***
	0.057
(0.020)
	***
	0.077
(0.029)
	**

	era
	-0.065
(0.013)
	***
	-0.072
(0.013)
	***
	-0.075
(0.013)
	***
	-0.074
(0.013)
	***
	-0.066
(0.015)
	***
	-0.094
(0.010)
	***

	tiopen
	0.152
(0.028)
	***
	0.129
(0.025)
	***
	0.094
(0.026)
	***
	0.095
(0.027)
	***
	0.098
(0.031)
	***
	0.047
(0.058)
	

	intercept
	3.032
(0.361)
	***
	3.181
(0.372)
	***
	4.114
(0.163)
	***
	4.091
(0.167)
	***
	4.044
(0.196)
	***
	4.465
(0.297)
	***

	opgaph11
(Deterministic) 
	0.396
(0.068)
	***
	0.402
(0.073)
	***
	0.426
(0.084)
	***
	0.441
(0.087)
	***
	0.449
(0.104)
	***
	
	

	Test statistics
	
	
	
	
	
	
	
	
	
	
	
	

	No. of observations
	27
	
	27
	
	27
	
	27
	
	28
	
	25
	

	Time period 
	76-02
	
	76-02
	
	76-02
	
	76-02
	
	75-02
	
	77-01
	

	Step 1 F-stat 
(l.b.c.v.)

(u.b.c.v.)
	12.817
(2.476)
(3.646)
	
	
	
	15.594
(2.649)
(3.805)
	
	
	
	17.690
(2.850)
(4.409)
	
	5.227
(3.219)
(4.378)
	

	Long-run forcing?
	No
	
	
	
	Yes
	
	
	
	?a
	
	Yes
	

	R2 
	0.996
	
	0.996
	
	0.994
	
	0.994
	
	0.992
	
	0.992
	

	Durbin’s ‘h’ stat.
	-1.843
(0.065)
	
	-1.924
(0.054)
	
	-1.188
(0.235)
	
	-0.876
(0.381)
	
	0.873
(0.383)
	
	-2.273
(0.023)
	

	Serial correlation
	1.786
(0.203)
	
	2.280
(0.152)
	
	0.743
(0.401)
	
	0.440
(0.516)
	
	0.364
(0.553)
	
	0.363
(0.555)
	

	Functional form
	0.056
(0.816)
	
	0.028
(0.870)
	
	0.228
(0.639)
	
	0.004
(0.949)
	
	2.565
(0.126)
	
	0.976
(0.337)
	

	Normality
	0.198
(0.906)
	
	0.140
(0.932)
	
	0.180
(0.914)
	
	0.225
(0.894)
	
	1.034
(0.596)
	
	1.140
(0.566)
	

	Hetero.
	0.017
(0.898)
	
	0.198
(0.660)
	
	0.090
(0.766)
	
	0.002
(0.961)
	
	0.004
(0.951)
	
	0.329
(0.572)
	

	AIC (SBC)
	96(88)
	
	95(88)
	
	92(86)
	
	92(86)
	
	92(87)
	
	86(81)
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets. The bounds test related to the step 1 F-statistic and the long-run forcing test are described in appendix J. The other statistical tests are described in table E.2. a F-statistic for tiopen of 3.656.
Source: Authors’ estimates. 

Table E.4
Error correction representation of models A1 to A4
Dependent variable is Δln(MFP)

	Selection criteria 
	AIC
	SBC
	AIC
	SBC
	AIC
	AIC

	Model
	A1
	A1
	A2
	A2
	A3
	A4

	Δopgaph11
(Stochastic)
	-
	
	-
	
	-
	
	-
	
	-
	
	0.562
(0.096)
	***

	Δci5ioug
	-0.026
(0.029)
	
	-0.018
(0.029)
	
	-0.025
(0.032)
	
	-0.020
(0.032)
	
	-0.046
(0.033)
	
	-
	

	ΔnonggIT
	-0.032
(0.010)
	***
	-0.029
(0.009)
	***
	-
	
	-
	
	-
	
	-
	

	Δrbusof
	-
	
	-
	
	-0.051
(0.018)
	***
	-0.044
(0.017)
	**
	-
	
	-
	

	Δrbusof(t-2)
	0.019
(0.028)
	
	0.009
(0.027)
	
	-
	
	-
	
	-
	
	-
	

	Δedu
	0.095
(0.064)
	
	0.133
(0.057)
	**
	0.024
(0.057)
	
	0.084
(0.027)
	***
	0.073
(0.025)
	***
	0.054
(0.022)
	**

	Δera
	-0.099
(0.020)
	***
	-0.103
(0.020)
	***
	-0.106
(0.019)
	***
	-0.102
(0.019)
	***
	-0.085
(0.019)
	***
	-0.066
(0.015)
	***

	Δtiopen
	0.180
(0.042)
	***
	0.185
(0.043)
	***
	0.133
(0.043)
	***
	0.130
(0.043)
	***
	0.125
(0.048)
	***
	0.033
(0.046)
	

	Δintercept
	4.602
(0.599)
	***
	4.553
(0.608)
	***
	5.812
(0.518)
	***
	5.641
(0.503)
	***
	5.177
(0.521)
	***
	3.128
(0.787)
	***

	Δopgaph11
(Deterministic)
	0.602
(0.089)
	***
	0.576
(0.088)
	***
	0.601
(0.098)
	***
	0.608
(0.099)
	***
	0.574
(0.109)
	***
	-
	

	ECM(-1)
	-1.518
(0.131)
	***
	-1.432
(0.114)
	***
	-1.413
(0.131)
	***
	-1.379
(0.130)
	***
	-1.280
(0.137)
	***
	-0.701
(0.196)
	***

	Test statistics
	
	
	
	
	
	
	
	
	
	
	
	

	R2 
	0.945
	
	0.940
	
	0.917
	
	0.910
	
	0.876
	
	0.902
	

	Std. Error of Reg. 
	0.006
	
	0.006
	
	0.007
	
	0.007
	
	0.008
	
	0.007
	

	DW ‘d’ stat . 
	2.519
	
	2.598
	
	2.335
	
	2.249
	
	1.772
	
	2.174
	

	Log Likelihood 
	108
	
	106
	
	102
	
	101
	
	101
	
	93
	

	AIC (SBC) 
	96(88)
	
	95(88)
	
	92(86)
	
	92(86)
	
	93(87)
	
	86(81)
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets. The statistical tests are described in table E.2.
Source: Authors’ estimates. 

The CUSUM and CUSUM square tests show that models A2 and A3 are stable over time (figure E.1). The sum of the residuals test is intended to detect a systematic structural break in the model. The squares of the residuals test is intended to detect ‘haphazard’ breaks. CUSUM tests do not require prior specification of the date of the structural break. The power of the tests are regarded as being lower than for Chow tests. 
Figure E.1
Stability tests for models A2 and A3 

	Model A2
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	Model A3
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Data source: Authors’ estimates.
Sensitivity tests 

A large number of tests were undertaken to improve the estimate on communication infrastructure, including: 

· testing of different measures of communication infrastructure
· alterations to the number of lags in the bounds test and order of the autoregressive distributed lag (ARDL) model in obtaining long-run coefficients
· testing of different business cycle controls, including dropping the cycle control altogether
· different sets of control variables, including various formulations of foreign knowledge stocks, energy prices, terms of trade and labour market regulatory stance indicators.  

None of the tests produced a model that was satisfactory overall. Under certain specifications, a positive and statistically significant long-run coefficient on communication infrastructure could be obtained, but only if the model also contained business R&D. However, the coefficient on business R&D was invariably negative (as in model A2 above). The inclusion of a time trend in any of the tests did not improve results. 
What to take from these initial results? 

Models can be specified that explain MFP well, but it is the non-R&D control variables that appear more robust to specification changes. This was also a key finding, and problem, in Shanks and Zheng (2006). 

The model that is open to the least criticism is model A4. This model contains no infrastructure, IT capital or R&D variables. The selected model includes a cycle measure that enters as (t) and (t-1). The estimates for education and industry protection are highly significant. 

While it would be ideal to obtain estimates of the effects of road infrastructure, communication infrastructure, IT capital, and various inter-relationships from within the same model, these initial results have highlighted that this may not be possible.
Is a positive effect of IT capital related to the digitisation of the communication network? 

The market sector regressions above and those in Shanks and Zheng (2006) tend to produce negative coefficients for IT capital services. If the result is viewed as being an average effect for the full period under observation, then the result is plausible if the wide diffusion of IT capital has entailed substantial disruptive effects and adjustment costs (such as learning costs). Under this scenario, there would be significant instability in the estimated elasticities — the responsiveness and direction of response of output to IT capital.
 
Why might IT capital have a positive impact on measured MFP? One possible mechanism relates to the role of IT capital in facilitating information flows within firms and across firms. IT capital can play a role in coordinating economic activity in different ways. In wholesaling, for example, IT capital was used to implement the significant changes to the way in which goods were warehoused and transported. IT capital may support better information flows to help decision making (for example, better awareness of market and technological risks) and innovation processes (for example, as a tool which facilitates collaboration and knowledge absorption). 
These potential positive effects of IT capital on productivity may have been conditional on the ‘digitisation’ of the copper telecommunications network. Digitisation of the copper network may have particularly affected small and medium enterprises (SMEs). SMEs may not have been able to access the benefits of digitisation through other methods used by larger enterprises, such as private high speed lines. However, digitisation of the copper network may also have affected larger enterprises through their relationships with SMEs (such as facilitating more integrated supplier networks) and with consumers.
A variable ‘ITdigi’ was constructed as the percentage of access lines that are digital multiplied by the logarithm of IT capital services:
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 is the share of standard analogue phone access lines that are connected to digital exchanges and ‘nonggIT’ is private IT capital services. This formulation mirrors that used by Coe and Helpman (1995) in investigating the hypothesis that the effect of foreign R&D on a country is dependent on the degree of openness of that country to trade flows.

Twenty-six per cent of access lines were digital in 1990-91 — the first available data point (figure E.2). It has been assumed that the fraction of digital lines prior to 1990-91 was effectively zero. 

Figure E.2
IT capital and digitisation
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Data sources: Authors’ estimates based on ABS unpublished data, and OECD Telecommunications database 2003.

The hypothesis that the coefficient on ‘ITdigi’ was not significantly different from zero was tested.
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The hypothesis is that the effect of IT capital would have strengthened as the telecommunication network increasingly catered for digital transmission. A positive coefficient on ‘ITdigi’ is interpreted as evidence of complementarity between IT capital and the digitisation of the copper network. But the productivity gains from the networking facilitated by this digitisation could be seen as a ‘one-off’ opportunity, which has already been exploited with the completion of digitisation of the copper network by the late 1990s.

Model D1 produces a positive and statistically significant effect for both communication infrastructure and IT capital when IT capital is conditioned by the share of access lines ‘digitised’ (table E.5). Education and the effective rates of assistance (‘era’) are signed as expected. The short-run effect of ‘era’ in the error correction representation is negative and highly economically and statistically significant. This model also includes both domestic business and foreign gross R&D (GRD) knowledge stocks. Given that the coefficient on the domestic own-financed business knowledge stock is negative and highly economically and statistically significant, further tests were undertaken. 
Models D2 to D5 contain different specifications of the knowledge stocks. If the foreign knowledge stock is dropped and openness to imports and a trend term included, then the domestic business knowledge stock is insignificant (model D2). The positive coefficients on ‘ci5ioug’ and ‘ITdigi’ remain and are statistically significant at greater than 5 per cent. 
Communication infrastructure continues to be positive and statistically significant at greater than 5 per cent in each of models D3 to D5. IT capital is also positive in each model, but not as well estimated. A coefficient of zero generally falls within the 95 per cent confidence interval. 

Dropping the output gap measure in favour of more direct measures of the possible sources of shocks to capacity utilisation — the export price index for mining and the spread between long and short Commonwealth bond yields — results in IT capital being significant and positive, but communication infrastructure becomes insignificant (model D6). 
The statistical properties of the models are acceptable. The ECM terms tend to indicate over-correction, especially in model D6, but a coefficient of -1 is usually within or close to the 95 per cent confidence bound of the estimate (table E.6). Each model passes the bounds test and only model D6 has a variable that fails the long-run forcing test — although a number of tests across the models fall between the critical values. 
Table E.5
Effect of digitisation on market sector MFP, long run coefficients 

Dependent variable is ln(MFP). All models selected by SBC. Maximum lag = 1.
	Lag order
	(1,1,0,0,
0,1,1)
	(1,1,0,1,
1,0,0)
	(1,1,0,1,
0,1,0)
	(1,1,0,1,
1,0,0)
	(1,1,0,0,1,0)
	(1,1,0,0,1,0)

	Model
	D1
	D2
	D3
	D4
	D5
	D6

	ci5ioug
	0.067
(0.020)
	***
	0.050
(0.022)
	**
	0.052
(0.024)
	**
	0.063
(0.022)
	***
	0.048
(0.021)
	**
	0.003
(0.024)
	

	ITdigi
	0.013
(0.006)
	**
	0.015
(0.007)
	**
	0.013
(0.008)
	
	0.013
(0.007)
	*
	0.005
(0.004)
	
	0.014
(0.005)
	**

	Aus. Bus. R&D
rbusof(t-1)
	-0.036
(0.012)
	***
	0.006
(0.034)
	
	
	
	
	
	
	
	
	

	Aus. GRD
rg(t-1)
	
	
	
	
	0.015
(0.146)
	
	0.047
(0.139)
	
	
	
	
	

	Foreign GRD
rfgch
	0.107
(0.032)
	***
	
	
	0.128
(0.052)
	**
	
	
	0.132
(0.040)
	***
	0.136
(0.036)
	***

	edu
	0.134
(0.033)
	***
	0.171
(0.076)
	**
	0.197
(0.078)
	**
	0.192
(0.072)
	**
	0.147
(0.028)
	***
	0.133
(0.037)
	***

	era
	-0.036
(0.022)
	
	-0.054
(0.017)
	***
	-0.057
(0.018)
	***
	-0.044
(0.018)
	**
	-0.069
(0.016)
	***
	-0.039
(0.018)
	**

	tiopen
	
	
	0.100
(0.037)
	***
	
	
	0.104
(0.035)
	***
	
	
	
	

	intercept
	4.058
(0.232)
	***
	3.506
(0.525)
	***
	3.755
(0.743)
	***
	3.171
(0.799)
	***
	4.057
(0.157)
	***
	4.165
(0.207)
	***

	trend 
	
	
	-0.006
(0.004)
	
	-0.008
(0.007)
	
	-0.008
(0.006)
	
	-0.005
(0.001)
	***
	
	

	opgaph11 
	0.458
(0.076)
	***
	0.414
(0.094)
	***
	0.441
(0.101)
	***
	0.406
(0.097)
	***
	0.434
(0.085)
	***
	
	

	minexppri 
	-0.046
(0.017)
	**
	
	
	
	
	
	
	
	
	-0.043
(0.022)
	*

	spread 
	
	
	
	
	
	
	
	
	
	
	-0.008
(0.002)
	***

	Test statistics
	
	
	
	
	
	
	
	
	
	
	
	

	No. of observations
	27
	
	27
	
	27
	
	27
	
	27
	
	27
	

	Time period 
	75/76-01/02
	
	75/76-01/02
	
	75/76-01/02
	
	75/76-01/02
	
	75/76-01/02
	
	75/76-01/02
	

	Step 1 F-stat 
(l.b.c.v.)

(u.b.c.v.)
	24.350  
(2.476)
(3.646)
	
	13.287
(2.945)
(4.088)
	
	13.181
(2.945)
(4.088)
	
	13.696
(2.945)
(4.088)
	
	16.981
(3.189)
(4.329)
	
	9.942
(2.649)
(3.805)
	

	Long-run forcing? 
	?a
	
	Yes
	
	Yesb
	
	?c
	
	?d
	
	Noe
	

	R2 
	0.996
	
	0.996
	
	0.995
	
	0.996
	
	0.994
	
	0.988
	

	Durbin’s ‘h’ stat. 
	-1.762
(0.078)
	
	-0.521
(0.602)
	
	-0.137
(0.891)
	
	-0.675
(0.500)
	
	-0.408
(0.683)
	
	-
	

	Serial correlation  
	2.686
(0.125)
	
	0.383
(0.547)
	
	0.303
(0.591)
	
	0.709
(0.415)
	
	0.209
(0.654)
	
	1.159
(0.299)
	


(continued on next page)

Table E.5
(continued) 

	Lag order
	(1,1,0,0,
0,1,1)
	(1,1,0,1,
1,0,0)
	(1,1,0,1,
0,1,0)
	(1,1,0,1,
1,0,0)
	(1,1,0,0,1,0)
	(1,1,0,0,1,0)

	Model
	D1
	D2
	D3
	D4
	D5
	D6

	Functional form  
	0.031
(0.862)
	
	0.409
(0.533)
	
	0.439
(0.519)
	
	0.038
(0.848)
	
	0.034
(0.857)
	
	2.160
(0.162)
	

	Normality 
	1.554
(0.460)
	
	0.804
(0.669)
	
	0.654
(0.721)
	
	0.811
(0.667)
	
	1.053
(0.591)
	
	0.472
(0.790)
	

	Hetero.  
	0.327
(0.573)
	
	0.777
(0.386)
	
	3.233
(0.084)
	
	2.679
(0.114)
	
	0.478
(0.496)
	
	0.154
(0.698)
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets. The bounds test related to the step 1 F-statistic and the long-run forcing test are described in appendix J. The other statistical tests are described in table E.2. a F-statistics from long-run forcing tests for ci5ioug, ITdigi and rbusof(t-1) are indeterminate at 2.962, 2.757 and 3.455, respectively. b F-statistic for rfgch of 4.669, but foreign R&D is clearly exogenous. c F‑statistic for tiopen indeterminate at 3.346. d F‑statistics for ci5ioug and ITdigi indeterminate at 4.032 and 3.224, respectively. e F‑statistic for ITdigi of 6.756. 
Source: Authors’ estimates. 

Table E.6
Error correction representation of models D1 to D6
Dependent variable is Δln(MFP)

	Model
	D1
	D2
	D3
	D4
	D5
	D6

	Δci5ioug
	-0.051
(0.029)
	
	-0.018
(0.034)
	
	-0.027
(0.031)
	
	-0.012
(0.031)
	
	-0.025
(0.032)
	
	-0.075
(0.048)
	

	ΔITdigi
	0.017
(0.007)
	**
	0.021
(0.009)
	**
	0.018
(0.011)
	
	0.019
(0.010)
	*
	0.007
(0.006)
	
	0.026
(0.011)
	**

	Δrbusof(t-1)
	-0.047
(0.017)
	**
	0.169
(0.120)
	
	
	
	
	
	
	
	
	

	Δrg(t-1)
	
	
	
	
	0.474
(0.377)
	
	0.532
(0.361)
	
	
	
	
	

	Δrfgch
	0.141
(0.048)
	***
	
	
	0.176
(0.083)
	**
	
	
	0.187
(0.067)
	**
	0.256
(0.073)
	***

	Δedu
	0.080
(0.053)
	
	0.055
(0.067)
	
	0.068
(0.066)
	
	0.053
(0.060)
	
	0.076
(0.058)
	
	-0.031
(0.096)
	

	Δera
	-0.093
(0.025)
	***
	-0.075
(0.024)
	***
	-0.078
(0.027)
	**
	-0.060
(0.025)
	**
	-0.097
(0.025)
	***
	-0.074
(0.040)
	*

	Δtiopen
	
	
	0.140
(0.059)
	**
	
	
	0.143
(0.056)
	**
	
	
	
	

	Δintercept
	5.355
(0.618)
	***
	4.885
(0.771)
	***
	5.152
(1.051)
	***
	4.384
(1.080)
	***
	5.722
(0.595)
	***
	7.800
(1.580)
	***

	Δtrend
	
	
	-0.008
(0.006)
	
	-0.010
(0.010)
	
	-0.011
(0.009)
	
	-0.007
(0.002)
	***
	
	

	Δopgaph11
	0.605
(0.088)
	***
	0.576
(0.107)
	***
	0.605
(0.108)
	***
	0.561
(0.109)
	***
	0.612
(0.095)
	***
	
	

	Δminexppri
	-0.061
(0.021)
	***
	
	
	
	
	
	
	
	
	-0.081
(0.034)
	**

	Δspread
	
	
	
	
	
	
	
	
	
	
	-0.014
(0.006)
	**

	ECM(-1)
	-1.320
(0.110)
	***
	-1.393
(0.127)
	***
	-1.372
(0.142)
	***
	-1.382
(0.130)
	***
	-1.410
(0.137)
	***
	-1.873
(0.324)
	***

	Test statistics
	
	
	
	
	
	
	
	
	
	
	
	

	R2 
	0.951
	
	0.939
	
	0.934
	
	0.941
	
	0.922
	
	0.829
	

	Std. Error of Reg. 
	0.006
	
	0.007
	
	0.007
	
	0.006
	
	0.007
	
	0.010
	

	DW ‘d’ stat . 
	2.555
	
	2.151
	
	2.036
	
	2.192
	
	2.111
	
	2.339
	

	Log Likelihood 
	109
	
	106
	
	105
	
	107
	
	103
	
	92
	

	AIC (SBC) 
	96(88)
	
	93(85)
	
	92(84)
	
	94(85)
	
	92(85)
	
	81(74)
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets. The statistical tests are described in table E.2.
Source: Authors’ estimates. 

The CUSUM tests for models D2 and D3 indicate that the models are stable (figure E.3). The tests for other models also did not fail. 
Figure E.3
Stability tests for models D2 and D3  

	Model D2
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	Model D3

	[image: image11.wmf] Plot of Cumulative Sum of Recursive
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 The straight lines represent critical bounds at 5% significance level
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Data source: Authors’ estimates.
An improvement over the initial results? 

The tests support a positive effect of communication infrastructure on productivity. The effect of IT capital is positive when conditioned on the share of access lines that are digital, and negative otherwise. These results hold within models where other sources of growth are reasonably well estimated and of the expected signs. As usual, the effect of domestic R&D is elusive. 

The results from table E.5 are preferred to those from table E.3 because they: 

· obtain significant estimates on variables of interest, while controlling for domestic and/or foreign R&D, and these controls are properly signed
· find evidence that the effect of IT capital on growth might be closely related to the digitisation of the copper network. The effects of IT capital not related to digitisation, at least for the period under observation, appear to be dominated by disruptive effects. 

Estimates of the effect of road infrastructure 

Both road infrastructure and broader general government infrastructure were modelled. However, the theoretical basis for expecting possible external effects for road infrastructure is stronger than for other forms of general government infrastructure. The share of road infrastructure in general government infrastructure is also very high. Therefore, greater emphasis was placed on modelling road infrastructure. Total general government infrastructure results are shown in section E.6.
At the level of the market sector, road infrastructure is included in the capital services measure used to construct MFP. Therefore, the estimated elasticities in table E.7 are interpreted as excess effects. 
Testing indicated that if road infrastructure and communication infrastructure (‘ci5ioug’) were both included in the initial variable sets, then road infrastructure tested out of the models. Therefore, the treatment of the relationship between digitisation of the communication network and IT capital from the previous section was continued in this section, rather than having the potential effects of communication infrastructure excluded altogether. Communication infrastructure was not included separately.  
With this specification, road infrastructure is positively signed and significant in explaining MFP. The better models are RI5 and RI6 as these models pass the bounds and long-run forcing tests, in addition to the suite of standard statistical tests. Domestic R&D tested out of these two models, although foreign GRD is included and is positive and significant. The effects of education and reductions in industry protection (which changed the incentives facing industrial firms to improve production processes and innovate) were controlled for in the regressions.  

A 1 per cent increase in road infrastructure services produces a 0.43 per cent increase in the level of MFP (model RI5). IT capital conditioned on digitisation, the foreign knowledge stock, education and effective rates of assistance to industry are all significant and of the expected signs. The point estimate is lower in model RI6 at 0.3. However, taking account of the standard error produces a broad range of possible effects in both models. 
Table E.7
Effect of road infrastructure, long run coefficients 

Dependent variable is ln(MFP). All models selected by SBC. Maximum lag = 1.
	
Lag order
	(1,0,0,0,0,0)
	(1,0,0,1,
1,0,0)
	(1,0,0,1,
0,1,0)
	(1,0,0,1,
1,0,0)
	(1,0,0,0,0,0)
	(1,0,0,0,0,0)

	Model  
	RI1
	RI2
	RI3
	RI4
	RI5
	RI6

	roads
	0.405
(0.076)
	***
	0.383
(0.147)
	**
	0.461
(0.164)
	***
	0.476
(0.151)
	***
	0.427
(0.155)
	***
	
	

	roadug2s
	
	
	
	
	
	
	
	
	
	
	0.308
(0.141)
	**

	ITdigi
	0.012
(0.004)
	**
	0.020
(0.006)
	***
	0.018
(0.009)
	*
	0.018
(0.008)
	**
	0.008
(0.004)
	*
	0.006
(0.005)
	

	Aus. Bus. R&D
rbusof(t-1)
	-0.045
(0.012)
	***
	0.027
(0.031)
	
	
	
	
	
	
	
	
	

	Aus. GRD
rg(t-1)
	
	
	
	
	0.052
(0.137)
	
	0.083
(0.134)
	
	
	
	
	

	Foreign GRD
rfgch
	0.026
(0.044)
	
	
	
	0.091
(0.054)
	
	
	
	0.093
(0.041)
	**
	0.105
(0.048)
	**

	edu
	
	
	0.177
(0.073)
	**
	0.170
(0.080)
	*
	0.167
(0.074)
	**
	0.092
(0.030)
	***
	0.097
(0.041)
	**

	era
	-0.079
(0.016)
	***
	-0.065
(0.016)
	***
	-0.068
(0.017)
	***
	-0.061
(0.017)
	***
	-0.083
(0.015)
	***
	-0.075
(0.020)
	***

	tiopen
	
	
	0.087
(0.034)
	***
	
	
	0.073
(0.035)
	*
	
	
	
	

	intercept
	3.226
(0.345)
	***
	2.073
(0.653)
	***
	2.012
(0.762)
	**
	1.545
(0.802)
	*
	2.679
(0.604)
	***
	3.075
(0.582)
	***

	trend 
	
	
	-0.009
(0.004)
	**
	-0.011
(0.006)
	
	-0.011
(0.006)
	*
	-0.005
(0.002)
	***
	-0.003
(0.002)
	*

	opgaph11 
	0.517
(0.090)
	***
	0.391
(0.090)
	***
	0.422
(0.097)
	***
	0.396
(0.094)
	***
	0.443
(0.090)
	***
	0.413
(0.104)
	***

	Test statistics
	
	
	
	
	
	
	
	
	
	
	
	

	No. of observations
	27
	
	27
	
	27
	
	27
	
	27
	
	26
	

	Time period 
	75/76-01/02
	
	75/76-01/02
	
	75/76-01/02
	
	75/76-01/02
	
	75/76-01/02
	
	76/77-01/02
	

	Step 1 F-stat 
(l.b.c.v.)

(u.b.c.v.)
	13.997
(2.649)
(3.805)
	
	11.032
(2.945)
(4.088)
	
	14.314
(2.945)
(4.088)
	
	12.301
(2.945)
(4.088)
	
	16.267
(3.189)
(4.329)
	
	16.369
(3.189)
(4.329)
	

	Long run forcing?
	?a  
	
	Nob
	
	Noc
	
	Nod
	
	?e  
	
	Yes
	

	R2 
	0.992
	
	0.995
	
	0.995
	
	0.995
	
	0.993
	
	0.991
	

	Durbin’s ‘h’ stat. 
	0.286
	
	-0.101
(0.919)
	
	-0.136
(0.892)
	
	-0.276
(0.782)
	
	-0.102
(0.919)
	
	0.662
(0.508)
	

	Serial correlation  
	0.033
(0.857)
	
	0.042
(0.840)
	
	0.072
(0.793)
	
	0.115
(0.739)
	
	0.007
(0.936)
	
	0.067
(0.800)
	


(continued on next page)

Table E.7
(continued) 

	
Lag order
	(1,0,0,0,0,0)
	(1,0,0,1,
1,0,0)
	(1,0,0,1,
0,1,0)
	(1,0,0,1,
1,0,0)
	(1,0,0,0,0,0)
	(1,0,0,0,0,0)

	Model  
	RI1
	RI2
	RI3
	RI4
	RI5
	RI6

	Functional form  
	0.383
(0.543)
	
	0.006
(0.938)
	
	0.187
(0.672)
	
	0.012
(0.914)
	
	0.046
(0.832)
	
	0.483
(0.497)
	

	Normality 
	1.193
(0.551)
	
	1.687
(0.430)
	
	2.220
(0.330)
	
	1.987
(0.370)
	
	1.004
(0.605)
	
	1.051
(0.591)
	

	Hetero.  
	0.042
(0.840)
	
	0.134
(0.717)
	
	0.664
(0.423)
	
	0.148
(0.704)
	
	0.231
(0.635)
	
	0.827
(0.372)
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets. The bounds test related to the step 1 F-statistic and the long-run forcing test are described in appendix J. The other statistical tests are described in table E.2. a F-statistics from long-run forcing test for ITdigi, rbusof(t-1) and era indeterminate at 3.712, 2.905 and 3.295, respectively. b F-statistics for roads and era of 4.426 and 5.263, respectively. c F-statistics for rfgch and era of 5.821 and 4.204, respectively. F-statistics for roads, ITdigi and rg(t-1) all between critical values. d F-statistics for roads, era and tiopen of 4.597, 4.773 and 4.503, respectively. e The long-run forcing test for ITdigi is indeterminate with a F-statistic of 3.935. All other variables pass. 
Source: Authors’ estimates. 

Table E.8
Error correction representation of models RI1 to RI6
Dependent variable is Δln(MFP)

	Model
	RI1
	RI2
	RI3
	RI4
	RI5
	RI6

	Δroads
	0.553
(0.107)
	***
	0.560
(0.238)
	**
	0.670
(0.252)
	**
	0.698
(0.241)
	***
	0.615
(0.248)
	**
	0.441
(0.226)
	*

	ΔITdigi
	0.016
(0.006)
	**
	0.289
(0.009)
	***
	0.025
(0.012)
	**
	0.026
(0.011)
	**
	0.011
(0.006)
	*
	0.009
(0.007)
	

	Δrbusof(t-1)
	-0.062
(0.019)
	***
	0.217
(0.122)
	
	
	
	
	
	
	*
	
	

	Δrg(t-1)
	
	
	
	
	0.596
(0.379)
	
	0.661
(0.373)
	*
	
	
	
	

	Δrfgch
	0.036
(0.061)
	
	
	
	0.133
(0.086)
	
	
	
	0.134
(0.067)
	*
	0.150
(0.080)
	*

	Δedu
	
	
	0.084
(0.066)
	
	0.072
(0.068)
	
	0.062
(0.062)
	
	0.132
(0.045)
	***
	0.138
(0.062)
	**

	Δera
	-0.109
(0.025)
	***
	-0.095
(0.026)
	***
	-0.099
(0.029)
	***
	-0.089
(0.028)
	***
	-0.120
(0.027)
	***
	-0.108
(0.035)
	***

	Δtiopen
	
	
	0.127
(0.056)
	**
	
	
	0.107
(0.057)
	*
	
	
	
	

	Δintercept
	4.397
(0.710)
	***
	3.036
(0.906)
	***
	2.926
(1.102)
	**
	2.264
(1.143)
	*
	3.856
(0.877)
	***
	4.403
(0.833)
	***

	Δtrend
	
	
	-0.013
(0.005)
	**
	-0.015
(0.009)
	
	-0.016
(0.009)
	*
	-0.008
(0.003)
	**
	-0.005
(0.003)
	

	Δopgaph11
	0.705
(0.100)
	***
	0.573
(0.108)
	***
	0.614
(0.111)
	***
	0.580
(0.113)
	***
	0.638
(0.100)
	***
	0.592
(0.112)
	***

	ECM(-1)
	-1.363
(0.138)
	***
	-1.465
(0.145)
	***
	-1.454
(0.153)
	***
	-1.466
(0.144)
	***
	-1.439
(0.156)
	***
	-1.432
(0.178)
	***

	Test statistics
	
	
	
	
	
	
	
	
	
	
	
	

	R2 
	0.892
	
	0.929
	
	0.926
	
	0.931
	
	0.900
	
	0.891
	

	Std. Error of Reg. 
	0.007
	
	0.007
	
	0.007
	
	0.007
	
	0.007
	
	0.008
	

	DW ‘d’ stat . 
	1.924
	
	2.026
	
	2.032
	
	2.071
	
	2.023
	
	1.891
	

	Log Likelihood 
	99
	
	104
	
	104
	
	105
	
	100
	
	94
	

	AIC (SBC) 
	91(86)
	
	92(84)
	
	92(84)
	
	93(85)
	
	91(85)
	
	85(80)
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets. The statistical tests are described in table E.2.
Source: Authors’ estimates. 

The CUSUM and CUSUM square tests show that models RI5 and RI6 are stable over time (figure E.4). 

Figure E.4
Stability tests for models RI5 (upper panels) and RI6  

	Model RI5
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	Model RI6
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 The straight lines represent critical bounds at 5% significance level
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Data source: Authors’ estimates.
Are these models with road infrastructure better models? 

There is not much to separate these results from earlier results except for the presence of road infrastructure. A positive coefficient on ‘ITdigi’, highly significant coefficients on education, industry protection and foreign R&D (in the better models), reasonable statistical properties, rejection of the null of no long-run relationship, over-correction in the ECM representations, and similar information criteria scores are common features of the alternative model results. 

A coefficient of 0.3 to 0.43 on road infrastructure seems too high given that it is interpreted as an excess effect that does not include the free input effect. 

The coefficient on roads is sensitive to the particular formulation of the variable. If roads is usage adjusted, and the model is re-tested down, then the coefficient on roads is 0.255 with a very large standard error of 0.204. A more parsimonious model results from dropping road infrastructure altogether. If roads is usage adjusted with a smoothed adjustment factor, then it tests out. 

Thus far, there is evidence that IT capital services conditioned on digitisation has a positive effect on MFP where either communication infrastructure or road infrastructure is included in the model. The positive effect appears fairly robust to specification changes. 
E.2
Infrastructure as a determinant of labour productivity growth
Labour productivity (LP) regressions were used to test whether the measured effects found in the MFP regressions hold in the absence of the assumptions used to construct MFP. It would be expected that results from labour productivity regressions would only differ in the addition of the capital to labour ratio for conventional capital. 

Earlier MFP models tested the hypothesis that the effect of IT capital services was conditioned by the digitisation of the telecommunications network. This section tests the hypothesis in the context of the determinants of labour productivity. 

Prior testing of the inclusion of road infrastructure resulted in the coefficient on capital services per hour worked (‘ksrv’ or ‘rci5’) being insignificant with an implausible point estimate (say -0.030). This occurred whether road infrastructure was usage adjusted or not. Therefore, the final initial variable sets in table E.9 did not include road infrastructure in most cases (LP5 includes roads with additional dynamics as discussed below).
Table E.9
General-to-specific initial variable set with IT capital * digital 

Capital, infrastructure and R&D variables are per hour worked

	Model  
	LP1
	LP2
	LP3
	LP4
	LP5
	LP6

	Max. lag 
	1
	1
	1
	1
	2
	1

	ksrv
	(
	(
	(
	(
	(
	(

	roads
	-
	-
	-
	-
	(
	-

	ci5ioug
	(
	(
	
	(
	(
	-

	nonggIT
	(
	-
	-
	-
	-
	(

	ITdigi
	
	(
	(
	(
	(
	(

	rbus(t-1)
	(
	(
	(
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A negative coefficient on the primary IT capital services variable ‘nonggIThr’ occurs in the labour productivity models as it did in MFP models (models LP1 and LP6 in table E.10). The coefficient on communication infrastructure is positive in model LP1, but not quite statistically significant at 10 per cent. The controls are signed as expected and are significant, pass standard statistical tests, and the ECM term is signed properly and highly significant. However, the bounds test is indeterminate and the model fails the long-run forcing tests. 
When ‘ITdigihr’ is introduced, the coefficient on communication infrastructure remains positive and significant. As in the MFP regressions, the results support a positive excess effect of IT capital when considered in conjunction with the digitisation of the telecommunications network, but not otherwise. When the primary IT capital services variable ‘nonggIThr’ is included along with ‘ITdigihr’ (model LP6), then the primary coefficient is negative pointing to external disruptive effects, but there remains positive external effects associated with digitisation. The types of positive external effects possibly being captured include system or network effects and effects related to changes in the organisation of economic activity dependent on digitisation. If the separate primary communication variable ‘ci5ioughr’ is dropped from model LP6, then the coefficient (and standard errors) for ‘nonggIThr’ and ‘ITdigihr’ are -0.020 (0.008) and 0.049 (0.026), respectively. 
Adding additional dynamics severely limits the number of control variables that can be included in the initial variable sets (model LP5). With a maximum lag of 2, road infrastructure, communication infrastructure and ‘ITdigihr’ are all positive and significant suggesting that these variables all have some form of excess effect on labour productivity. 
The positive effects of ‘ci5ioughr’ and ‘ITdigihr’ hold across the models. However, the only model that clearly passes all standard tests plus the bounds and long-run forcing tests is LP2. 
A linear time trend was highly insignificant in the tests. Foreign R&D (knowledge stock or patent measures under various weighting schemes) were usually not significant in the models. 
The result for road infrastructure in model LP5 are not convincing. Adding additional dynamics helped obtain the estimate while producing a plausible coefficient on ‘ksrvhr’ (although estimated ‘too precisely’). The other models and earlier results indicate that there are other sources of growth that are omitted from this model. The additional variable test produces an F-statistic solidly below the lower bound critical value indicating that the variables do not form a long-run relationship. 
Private conventional capital ‘rci5hr’ and road infrastructure (unadjusted) ‘roadshr’ was combined into a single variable ‘rc5rdhr’. This variable does not include either private IT capital or communication infrastructure. The variable was included in the test procedure for model LP2 in place of ‘ksrvhr’ expecting that the coefficients on IT capital and communication infrastructure would increase as now both the direct and excess effects are being captured. 
With ‘rc5rdhr’, the coefficient and standard errors on ‘ci5ioughr’ and ‘ITdigihr’ were highly significant and economically larger at 0.084 (0.019) and 0.030 (0.003), respectively. While standard statistical tests and long-run forcing tests were acceptable, the bounds test was below the lower bound critical value. 

When ‘rc5rdhr’ was included in the test procedure for model LP3, plus ‘nonggIThr’ was included, then ‘nonggIThr’ tested out and the coefficient on ‘ITdigihr’ increased to 0.055 with a standard error of 0.006. The coefficient on domestic business R&D ‘rbus(t-1)’ also increased in significance with a coefficient of 0.046 and standard error of 0.020. While standard statistical tests and long-run forcing tests were acceptable, the bounds test was again below the lower bound critical value. 

Table E.10
Labour productivity, long run coefficientsa
Dependent variable is ln(labprod). Models selected by SBC. Maximum lag = 1. 

	Lag order
	(1,0,1,0,0,1,1,0)
	(0,1,1,0,
1,1)
	(0,1,0,1,
0,0)
	(1,1,1,0,1,1)
	(2,3,1,2,3)
	(0,0,1,0,
0,1,1,1)

	Model
	LP1
	LP2
	LP3
	LP4
	LP5
	LP6

	ksrvhr
	0.448
(0.053)
	***
	0.232
(0.061)
	***
	0.295
(0.053)
	***
	0.286
(0.036)
	***
	0.426
(0.013)
	***
	0.287
(0.074)
	***

	roadshr
	-
	
	-
	
	-
	
	-
	
	0.074
(0.032)
	**
	-
	

	ci5ioughr
	0.042
(0.025)
	
	0.061
(0.024)
	**
	-
	
	0.043
(0.020)
	**
	0.070
(0.014)
	***
	0.051
(0.023)
	**

	nonggIThr
	-0.032
(0.007)
	***
	-
	
	-
	
	-
	
	-
	
	-0.017
(0.008)
	*

	ITdigihr
	-
	
	0.031
(0.006)
	***
	0.032
(0.005)
	***
	0.026
(0.004)
	***
	0.021
(0.002)
	***
	0.023
(0.006)
	***

	rbus(t-1)hr
	0.052
(0.022)
	**
	0.029
(0.015)
	*
	-0.004
(0.024)
	
	-
	
	-
	
	0.056
(0.022)
	**

	rfgchhr
	0.218
(0.048)
	***
	-
	
	-
	
	-
	
	-
	
	0.150
(0.055)
	**

	edu
	0.301
(0.083)
	***
	0.157
(0.054)
	***
	0.131
(0.047)
	***
	0.150
(0.035)
	***
	-
	
	0.267
(0.084)
	***

	era
	-0.048
(0.017)
	**
	-
	
	-0.042
(0.020)
	*
	-0.030
(0.013)
	**
	-
	
	-
	

	intercept
	0.879
(0.442)
	*
	2.271
(0.080)
	***
	2.714
(0.213)
	***
	2.430
(0.124)
	***
	1.889
(0.150)
	***
	1.392
(0.511)
	***

	opgaph11
	0.614
(0.095)
	***
	0.614
(0.077)
	***
	0.677
(0.082)
	***
	0.534
(0.060)
	***
	0.361
(0.057)
	***
	0.653
(0.080)
	***

	Test statistics
	
	
	
	
	
	
	
	
	
	
	
	

	No. of observations
	27
	
	27
	
	27
	
	27
	
	26
	
	27
	

	Time period 
	76/77-02/03
	
	76/77-02/03
	
	76/77-02/03
	
	76/77-02/03
	
	77/78-02/03
	
	76/77-02/03
	

	Step 1 F-stat 
(l.b.c.v.)

(u.b.c.v.)
	3.425
(2.365)
(3.553)
	
	3.306
(2.649)
(3.805)
	
	4.468
(2.649)
(3.805)
	
	4.823
(2.649)
(3.805)
	
	1.203
(2.850)
(4.049)
	
	3.244
(2.365)
(3.553)
	

	Long-run forcing?
	Nob
	
	Yes
	
	?c
	
	Nod
	
	Noe
	
	Nof
	

	R2 
	0.999
	
	0.999
	
	0.999
	
	0.999
	
	1.000
	
	0.999
	

	Std. Error of Reg. 
	0.006
	
	0.006
	
	0.006-
	
	0.005
	
	0.003
	
	0.005
	

	DW ‘d’ stat . 
	-
	
	2.061
	
	2.152
	
	-
	
	-
	
	2.104
	

	Durbin’s ‘h’ stat.
	-0.701
(0.483)
	
	-
	
	-
	
	-1.539
(0.124)
	
	-
	
	-
	

	Serial correlation 

	0.234
(0.637)
	
	0.070
(0.794)
	
	0.255
(0.620)
	
	3.885
(0.069)
	
	0.599
(0.461)
	
	0.211
(0.654)
	

	Functional form 

	1.083
(0.317)
	
	2.565
(0.130)
	
	0.039
(0.846)
	
	0.944
(0.348)
	
	1.244
(0.297)
	
	4.435
(0.055)
	

	Normality 
CHSQ(2)
	1.013
(0.603)
	
	1.107
(0.575)
	
	1.154
(0.562)
	
	1.079
(0.583)
	
	1.169
(0.557)
	
	1.792
(0.408)
	

	Hetero. 

	0.021
(0.886)
	
	0.027
(0.871)
	
	5.437
(0.028)
	
	2.862
(0.103)
	
	0.132
(0.720)
	
	0.418
(0.524)
	

	AIC (SBC) 
	97(88)
	
	98(91)
	
	96(90)
	
	101(93)
	
	109(98)
	
	100(92)
	


(continued on next page)

Table E.10
(continued) 

	Model
	LP1
	LP2
	LP3
	LP4
	LP5
	LP6

	Error correction representation

	ECM(-1)
	-1.167
(0.117)
	
	-
	
	-
	
	-1.235
(0.079)
	***
	-1.625
(0.110)
	***
	-
	

	DW ‘d’ stat . 
	2.214
	
	-
	
	-
	
	2.540
	
	2.270
	
	-
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets. The bounds test related to the step 1 F-statistic and the long-run forcing test are described in appendix J. The other statistical tests are described in table E.2. a  All variables are in logs (except the linear time trend and output gap) with slope coefficients interpreted as elasticities.  All capital infrastructure and R&D variables are per hour worked. b F-statistics for most variables are above upper critical value bound.  c F-statistics for ITdigihr and era indeterminate at 3.702 and 3.082, respectively. d F-statistics for ITdigihr of 4.140. e F-statistic for ITdigihr of 5.187. f F-statistic for nonggIThr, rfgchhr and edu of 6.841, 7.584 and 11.562, respectively.
Source: Authors’ estimates. 

The CUSUM and CUSUM square tests show that models LP2 and LP3 are stable (figure E.5).  

Figure E.5
Stability tests for models LP2 (upper panel) and LP3  

	Model LP2
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	Model LP3
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Data source: Authors’ estimates.
Broader impacts of digitisation  

To investigate whether digitisation had an effect on the marginal product of private conventional capital, in addition to that which it appears to have had on IT capital, the capital measure ‘rci5’ was combined with the share of access lines digitised in the same manner as for the IT capital tests (figure E.6).  
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where ‘digi’ is the share of access lines digitised, and ‘rci5’ is private conventional capital services. 
Figure E.6
Private conventional capital and digitisation 
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Data sources: Authors’ estimates based on ABS unpublished data, and OECD Telecommunications database 2003.

Models D7 and D8 use the primary capital variable ‘rc5rdhr’, which is a combined measure including ‘rci5’ and ‘roads’. This measure does not include IT capital or communication infrastructure. Models D9 and D10 use the variable ‘ksrvhr’ which includes all capital and infrastructure. Therefore, the effects being captured between these two sets of models differs. 
The labour productivity results do not indicate that digitisation increased the elasticity on private conventional capital. The coefficient on the variable ‘rci5dg’ is not positive and significant in any of the models in table E.11. 
Private IT capital ‘nonggIThr’ was included in the testing procedure for models D7 and D9. As with earlier results, its coefficient is negative and significant, while the coefficient on ‘ITdigihr’ is positive and significant. Private IT capital repeatedly fails long-run forcing tests, therefore it was dropped from both D8 and D10. The null of no long-run relationship between the variables is rejected for both models, and education is the only variable that either fails the long-run forcing test (model D8) or is indeterminate (model D9). For ‘ITdigihr’, models D7 and D8 capture both the direct and excess effects. The economic magnitude of the effects are larger, as expected, than in models D9 and D10 (comparing models D7 versus D9 and D8 versus D10), as the latter models capture only the excess effects.  
Testing interaction terms did not produce acceptable results. Including the primary coefficients and an interaction term between ‘rc5rdhr’ and ‘ci5ioughr’, ‘rci5hr’ and ‘ci5ioughr’, and ‘rci5hr’ and ‘nonggIThr’ all had major negative impacts on the models. 

Overall, the results from model D10 are preferred, but do not advance the results obtained earlier. There is no evidence of complementarity between private conventional capital ‘rci5hr’ and either communication infrastructure ‘ci5ioughr’, IT capital ‘nonggIThr’, or digitisation of the telecommunications network ‘rci5dghr’ at the level of the market sector. The finding that digitisation has a positive impact on the marginal product of private IT capital holds in these specifications. 
Table E.11
Digitisation and private capitala
Dependent variable is log of labour productivity. Models selected by SBC. Maximum lag = 1. 

	Lag order
	(0,1,0,1,0,1,0)
	(1,1,0,0,0,1,0)
	(0,1,0,0,0,0,1,0)
	(0,1,0,0,0,1,0)

	Model 
	D7
	D8
	D9
	D10

	ksrvhr
	-
	
	-
	
	0.372
(0.079)
	***
	0.344
(0.082)
	***

	rc5rdhr
(rci5 + roads)
	0.463
(0.097)
	***
	0.306
(0.063)
	***
	-
	
	-
	

	rci5dghr
	-0.006
(0.006)
	
	-0.016
(0.005)
	***
	0.001
(0.005)
	
	-0.007
(0.006)
	

	nonggIThr
	-0.042
(0.011)
	***
	-
	
	-0.019
(0.007)
	**
	-
	

	ITdigihr
	0.032
(0.004)
	***
	0.053
(0.004)
	***
	0.020
(0.006)
	***
	0.036
(0.007)
	***

	rbus(t-1)hr
	-
	
	-
	
	0.045
(0.025)
	*
	-
	

	uspto_te
	-
	
	0.117
(0.021)
	***
	-
	
	0.141
(0.045)
	***

	edu
	0.238
(0.069)
	***
	0.176
(0.039)
	***
	0.325
(0.081)
	***
	0.286
(0.071)
	***

	era
	-0.025
(0.021)
	
	-0.030
(0.019)
	
	-0.047
(0.024)
	*
	-0.055
(0.025)
	**

	intercept
	0.795
(0.489)
	
	1.816
(0.174)
	***
	1.414
(0.412)
	***
	1.594
(0.355)
	***

	trend 
	0.019
(0.004)
	***
	-
	
	-
	
	-0.010
(0.004)
	**

	opgaph11
	0.671
(0.080)
	***
	0.560
(0.078)
	***
	0.657
(0.085)
	***
	0.662
(0.084)
	***

	Test statistics
	
	
	
	
	
	
	
	

	No. of observations
	28
	
	27
	
	27
	
	27
	

	Time period 
	75-76 to 
02-03
	
	75-76 to 
01-02
	
	75-76 to 
01-02
	
	75-76 to 
01-02
	

	Step 1 F-stat 
(l.b.c.v.)

(u.b.c.v.)
	6.617
(2.945)
(4.088)
	
	4.333
(2.476)
(3.646)
	
	4.505
(2.365)
(3.553)
	
	4.944
(2.945)
(4.088)
	

	Long-run forcing?
	Nob
	
	Noc
	
	Nod
	
	Yese
	

	R2 
	0.999
	
	0.999
	
	0.999
	
	0.999
	

	Std. Error of Reg. 
	0.006
	
	0.006
	
	0.006
	
	0.006
	

	Durbin’s ‘h’ stat.
	-
	
	-0.468
(0.640)
	
	-
	
	-
	

	Serial correlation 

	0.775
(0.392)
	
	0.260
(0.618)
	
	0.431
(0.521)
	
	1.614
(0.223)
	

	Functional form 

	2.461
(0.138)
	
	0.007
(0.933)
	
	4.711
(0.046)
	
	1.499
(0.240)
	

	Normality 
CHSQ(2)
	1.521
(0.467)
	
	0.549
(0.760)
	
	1.401
(0.496)
	
	1.228
(0.541)
	

	Hetero. 

	0.772
(0.388)
	
	3.784
(0.063)
	
	0.349
(0.560)
	
	0.706
(0.409)
	


(continued on next page)

Table E.11
(continued) 

	Lag order
	(0,1,0,1,0,1,0)
	(1,1,0,0,0,1,0)
	(0,1,0,0,0,0,1,0)
	(0,1,0,0,0,1,0)

	Model 
	D7
	D8
	D9
	D10

	ECM representation
	
	
	
	
	
	
	
	

	ECM(-1)
	-
	
	-1.131
(0.086)
	***
	-
	
	-
	

	R2 
	-
	
	0.947
	
	-
	
	-
	

	DW ‘d’ stat . 
	2.311
	
	2.161
	
	2.221
	
	2.362
	

	Log Likelihood 
	112
	
	109
	
	107
	
	107
	

	AIC (SBC) 
	100(92)
	
	98(91)
	
	96(89)
	
	96(89)
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets. The bounds test related to the step 1 F-statistic and the long-run forcing test are described in appendix J. The other statistical tests are described in table E.2. a Infrastructure, capital and R&D variables are per hour worked in labour productivity models. b F-statistics for nonggIT and education of 7.165 and 16.864, respectively. c F-statistic for education of 3.971. d F-statistics for nonggIT and education of 5.408 and 11.088, respectively. e F-statistic for education is indeterminate at 3.404.  
Source: Authors’ estimates. 

E.3
Do the measured effects hold in differenced regressions? 
All of the results to this point are based on dynamic specifications estimated in levels. If the data is non-stationary and estimation is in levels, then valid inference relies on the existence of a co-integrating relationship between the variables. Hurlin (2003), Crowder and Himarios (1997), Sturm and de Haan (1995), Gramlich (1994) and Tatom (1991) point to important upward biases in the magnitude of the elasticity on public infrastructure. They do not find support for a co-integrating relationship between the level of public infrastructure and productivity. Elasticity estimates from first differenced regressions do not support the positive and economically large impacts found in most levels regressions. These studies view the estimated large contributions of infrastructure to productivity growth with great scepticism.
 
The results from first differenced regressions below appear to support these concerns, at least for road infrastructure. 

Initial variables sets for the general-to-specific testing procedure for the differenced regressions are presented in table E.12. Models DMFP1 to DMFP5 investigated the determinants of MFP, while DLP1 and DLP2 investigated the determinants of labour productivity. The treatment of road infrastructure and IT capital varies by model. 
For the labour productivity models, with the inclusion of a road infrastructure variable the coefficient on conventional capital services (‘ksrvhr’ or ‘rci5hr’) became insignificant, as was the case in the earlier levels regressions. A road infrastructure contribution to labour productivity growth separate from conventional capital services could not be identified, although it would be expected to exist. 
Table E.12
Initial variable sets for differenced regressions 

For labour productivity models, variables are per hour worked as appropriate

	Dep. var. 
	Δln(MFP)
	Δln(MFP)
	Δln(MFP)
	Δln(MFP)
	Δln(MFP)
	Δln(LP)
	Δln(LP)

	Model 
	DMFP1
	DMFP2
	DMFP3
	DMFP4
	DMFP5
	DLP1
	DLP2

	Δksrvhr
	-
	-
	-
	-
	-
	(
	-

	Δ [combined rci5+roads]
	-
	-
	-
	-
	-
	-
	(

	Δroads
	(
	-
	-
	(
	-
	-
	-

	Δroadug2
	-
	(
	-
	-
	(
	-
	-

	Δci5ioug
	(
	(
	(
	(
	(
	(
	(

	ΔnonggIT 
	(
	(
	(
	-
	-
	(
	(

	ΔITdigi
	-
	-
	-
	(
	(
	(
	(

	Δrbus(t-1)
	(
	(
	(
	(
	(
	(
	(

	Δuspto_ti
	(
	(
	(
	(
	(
	(
	(

	Δedu
	(
	(
	(
	(
	(
	(
	(

	Δera 
	(
	(
	(
	(
	(
	(
	(

	intercept
	(
	(
	(
	(
	(
	(
	(

	Δopgaph11 
	(
	(
	(
	(
	(
	(
	(


Model DMFP1 (road infrastructure not usage adjusted), model DMFP2 (road infrastructure adjusted by value added shares) and model DMFP3 (no road infrastructure in the initial variable set) all test down to the same model (table E.13). Road infrastructure is not significant in explaining MFP in these models. Communication infrastructure, domestic business R&D and USPTO patents also test out. The coefficient on IT capital services is negative. 
The statistical properties of the models are acceptable. If the cycle variable is excluded, none of the variables are statistically significant.
The effect of IT capital conditioned on digitisation of the communication network ‘ITdigi’ is positive (models DMFP4 and DMFP5). Usage and non-usage adjusted road infrastructure, communication infrastructure, and domestic own-financed business R&D are again insignificant.  
For the labour productivity models, the separate variables representing communication infrastructure ‘ci5ioug’ and IT capital services ‘nonggIT’ are not significant and test out of the models. Domestic business R&D is also not close to being statistically significant at 10 per cent and was dropped. 
The effect of IT capital conditioned on digitisation of the communication network remains positive and significant. Its point estimate is lower in DLP1 with ‘ksrvhr’. This makes sense as the coefficient captures an excess effect only since IT capital and communication infrastructure are also included in ‘ksrvhr’. Model DLP2 uses ‘rci5hr’ so that the coefficient captures a total effect incorporating both a private conventional return and an additional or excess effect. 
The MFP models test the separate effect of road infrastructure, but do not find it to be significant. Point estimates are large and positive, but the standard errors are extremely large allowing for almost any effect on MFP. Therefore, road infrastructure was allowed to test out of the models DMFP1 to DMFP4, but was retained in DMFP5 to illustrate the point. The labour productivity models are unable to investigate the separate contribution of road infrastructure. 

The effect of IT capital services is negative and significant or insignificant, depending on specification. The effect of IT capital services conditioned on digitisation is positive in each specification tested. A positive contribution of communication infrastructure separate from the relationship between IT capital and digitisation is not supported as it tested out of each specification. 
Table E.13
Coefficients from first differenced regressionsa
	Dep. var.
	Δln(MFP)
	Δln(MFP)
	Δln(MFP)
	
	Δln(LP)
	Δln(LP)

	Model 
	DMFP1/2/3
	DMFP4
	DMFP5
	
	DLP1
	DLP2

	Δopgaph11
	0.750
(0.077)
	***
	0.744
(0.077)
	***
	0.646
(0.120)
	***
	
	
	0.787
(0.076)
	***
	0.767
(0.076)
	***

	Δksrvhr 
	-
	
	-
	
	-
	
	
	
	0.450
(0.097)
	***
	-
	

	Δrci5hr 
	-
	
	-
	
	-
	
	
	
	-
	
	0.418
(0.093)
	***

	Δroadug2
	-
	
	-
	
	0.365
(0.343)
	
	
	
	-
	
	-
	

	ΔnonggIT
	-0.061
(0.027)
	**
	-
	
	-
	
	
	
	-
	
	-
	

	ΔITdigi
	-
	
	0.018
(0.009)
	*
	0.021
(0.010)
	**
	
	
	0.022
(0.009)
	**
	0.036
(0.008)
	***

	Δuspto_ti
	-
	
	0.042
(0.027)
	
	0.039
(0.027)
	
	
	
	0.051
(0.024)
	**
	0.050
(0.024)
	**

	Δedu
	0.196
(0.060)
	***
	0.156
(0.060)
	**
	0.136
(0.064)
	**
	
	
	0.112
(0.056)
	*
	0.087
(0.059)
	

	Δera
	-0.044
(0.027)
	
	-0.052
(0.027)
	*
	-0.043
(0.028)
	
	
	
	-0.045
(0.024)
	*
	-0.034
(0.025)
	

	intercept
	0.018
(0.008)
	**
	-0.002
(0.003)
	
	-0.004
(0.004)
	
	
	
	-0.004
(0.004)
	
	0.003
(0.003)
	

	Test statistics
	
	
	
	
	
	
	
	
	
	
	
	

	No. of observations
	28
	
	28
	
	28
	
	
	
	28
	
	28
	

	Time period 
	75-02
	
	75-02
	
	75-02
	
	
	
	75-02
	
	75-02
	

	R2 
	0.818
	
	0.824
	
	0.833
	
	
	
	0.859
	
	0.855
	

	Std. error of reg.
	0.009
	
	0.009
	
	0.009
	
	
	
	0.008
	
	0.008
	

	DW ‘d’ stat . 
	1.617
	
	1.690
	
	1.715
	
	
	
	1.507
	
	1.476
	

	Functional form 
	0.001
(0.972)
	
	0.980
(0.333)
	
	1.100
(0.307)
	
	
	
	0.324
(0.575)
	
	0.849
(0.368)
	

	Normality 
	2.355
(0.308)
	
	2.628
(0.269)
	
	0.322
(0.851)
	
	
	
	4.426
(0.109)
	
	5.645
(0.059)
	

	Hetero. 
	1.349
(0.256)
	
	0.521
(0.477)
	
	1.115
(0.301)
	
	
	
	0.232
(0.634)
	
	0.504
(0.484)
	

	AIC (SBC) 
	90(87)
	
	90(86)
	
	90(85)
	
	
	
	92(88)
	
	92(87)
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets. The statistical tests are described in table E.2. a All variables are in logs except the output gap with slope coefficients interpreted as elasticities.  

Source: Authors’ estimates. 

The choice of cycle variable can make a large difference in the test down procedures for the differenced models. For example, if ‘opgaph11’ is replaced with ‘ACCI’ — a variable based on the subjective measure of capacity utilisation constructed from data in the ACCI-Westpac survey — then the variable ‘roadug2’ survives a test down procedure with a highly positive, economically very large and statistically significant coefficient. However, the model fails in many other respects including that almost all other controls test out. If road infrastructure is not usage adjusted, then it also tests out. 
If changes in capacity utilisation are not adequately controlled for, then the usage adjustment factor used in the construction of ‘roadug2’ will drive the result because it ensures a high degree of correlation between movements in output (and by implication MFP) and road infrastructure services.  

Some support and some scepticism 
The differenced regressions support a positive effect of IT capital services in conjunction with digitisation. The effect is reasonably well estimated in both the MFP and labour productivity regressions. 

In contrast, the MFP differenced regressions increase scepticism about the very large effects on growth of road infrastructure often found in aggregate studies. The differenced results provide no support for a positive effect of road infrastructure at the level of the market sector. An important positive effect may in fact exist, but it cannot be identified utilising the methods and data in this appendix.
E.4
Tests of the gross fixed capital formation measure of infrastructure
Theory suggests a preference for the use of stock or capital services measures in production function analysis. Kamps (2006, p. 121) suggests that a drawback of using public investment data rather than public capital stock is

… the implicit assumption that the effects of public investment are independent of the level of the corresponding capital stock. Economic theory suggests that this assumption is dubious. According to the law of diminishing returns, an increment to the public capital stock (that is, public investment corrected for fixed capital consumption) would have a small (large) output effect if the capital stock in the previous period were large (small).
However, there is a tendency for selected models to include negative lagged dependent variables (giving an ECM term < -1) and relatively high negative serial correlation in the ECM representations. This section therefore: 

· tests whether these problems are related to the use of highly constructed capital services measures by re-estimating models using gross fixed capital formation variables
· tests ‘smoothed’ versions of MFP in conjunction with gross fixed capital formation variables.
The variable ‘roadgfcf’ is gross fixed capital formation (GFCF) for non-dwelling construction for the general government sector for the purpose of transport. The variable ‘cigfcfnd’ is gross fixed capital formation for non-dwelling construction for the Communication services industry. Due to limitations on data availability, the asset scope of these variables differs from that used for the capital services indexes for infrastructure. 
Model GF3 uses a measure of MFP that is smoothed using two period averaging (table E.14). In model GF4, MFP is trend MFP. Model GF5 uses the ‘opgaph11’ measure to control for the business cycle. The model contains fewer parameters as trade openness ‘tiopente’ was dropped from the model and the maximum lag order was reduced to one lag. 

The bounds test F-statistic rejects the null of no long-run relationship in models GF1 and GF5. The test is indeterminate in models GF2 and GF3 with the F-statistic falling between critical values. The bounds test clearly does not reject the null for model GF4. Introducing ‘opgaph11’ as the cycle control in place of ‘shrtbond’ and/or reducing the maximum number of lags to one does not produce a model which passes the bounds test. 
The gross fixed capital formation models provide some support for a positive and non-zero excess effect of road infrastructure on output. There is some concern that models GF2, GF3 and GF5 have at least one variable that does not provide a clear non-rejection of the null hypothesis in the long-run forcing tests, although the F‑statistics are close to the lower bound critical values and would pass if small sample values were calculated.
 However, these coefficients imply implausibly large returns to road investment.
The support for a significant positive effect of communication infrastructure is weak. In models GF1 and GF4, communication infrastructure is positive and statistically significant at 10 per cent or greater. However, the 95 per cent confidence interval takes in an estimate of zero, and the models fail one or both of the long-run forcing and bounds tests.  

The ECM terms in models GF1 and GF2 highly over-correct and point to possible over-parameterisation of the model (table E.15). Models GF3 and GF4 use different MFP smoothing techniques and this has a large influence on why the ECM terms tell significantly different stories in terms of the speed of adjustment to equilibrium (ECM coefficients of ‑1.269 versus -0.360). Which is closer to the truth partly depends on one’s views about whether the year-to-year variation in MFP growth rates accurately reflects true changes in the relationship between aggregate outputs and inputs. Model GF5 uses fewer parameters and an output gap measure to control for cyclical effects, which also helps reduce the degree of over-correction. 

Information criteria indicate that models GF3 and GF4 fit the data best. However, on balance, model GF5 is the preferred model. 

In model GF5, the effect of road infrastructure is positive and significantly different from zero, whereas communication infrastructure is insignificant. The bounds test indicates that the model forms a long-run co-integrating relationship. The long-run forcing tests provide support for the model. 

Table E.14
Gross fixed capital formation, long run coefficientsa
All models selected based on SBC 

	Dep. var. 
	MFP
	MFP
	MFP2pavg
	MFPt
	MFP

	Max. lag 
	2
	2
	2
	2
	1

	Lag order 
	(2,0,1,0,1,1)
	(2,1,0,1,2,0)
	(2,1,0,1,2,0)
	(2,0,0,0,0,0)
	(1,1,0,0,0)

	Model
	GF1
	GF2
	GF3
	GF4
	GF5

	roadgfcf
	0.033
(0.016)
	*
	0.028
(0.007)
	***
	0.025
(0.008)
	***
	0.030
(0.011)
	**
	0.059
(0.014)
	***

	cigfcfnd
	0.022
(0.011)
	*
	0.004
(0.006)
	
	0.002
(0.006)
	
	0.021
(0.010)
	**
	0.003
(0.008)
	

	rbusof 
	0.016
(0.015)
	
	-
	
	-
	
	-
	
	-
	

	edu
	0.092
(0.026)
	***
	0.086
(0.010)
	***
	0.097
(0.012)
	***
	0.092
(0.019)
	***
	0.108
(0.013)
	***

	era
	-0.072
(0.013)
	***
	-0.087
(0.003)
	***
	-0.087
(0.003)
	***
	-0.071
(0.008)
	***
	-0.091
(0.005)
	***

	tiopente
	-
	
	0.080
(0.013)
	***
	0.073
(0.017)
	***
	0.038
(0.017)
	**
	
	

	intercept
	4.349
(0.176)
	***
	4.198
(0.071)
	***
	4.222
(0.077)
	***
	4.181
(0.110)
	***
	4.239
(0.113)
	***

	yrbond
	-0.109
(0.044)
	**
	-0.074
(0.021)
	***
	-0.081
(0.022)
	***
	-
	
	-
	

	shrtbond
	-
	
	-
	
	-
	
	-0.017
(0.007)
	**
	-
	

	opgaph11
	-
	
	-
	
	-
	
	-
	
	0.595
(0.081)
	***

	Test statistics
	
	
	
	
	
	
	
	
	
	

	No. of observations
	27
	
	27
	
	27
	
	27
	
	28
	

	Time period 
	76-02
	
	76-02
	
	76-02
	
	76-02
	
	75-02
	

	Step 1 F-stat 
(l.b.c.v.)

(u.b.c.v.)
	4.527
(2.649)
(3.805)
	
	2.434
(2.649)
(3.805)
	
	3.524
(2.649)
(3.805)
	
	1.388
(2.649)
(3.805)
	
	12.638
(2.850)
(4.409)
	

	Long run forcing?
	No
	
	?b
	
	?c
	
	No
	
	?d
	

	R2 
	0.987
	
	0.996
	
	0.999
	
	1.000
	
	0.993
	

	Serial correlation 
	0.513
(0.485)
	
	0.008
(0.928)
	
	0.245
(0.629)
	
	0.437
(0.517)
	
	0.999
(0.330)
	

	Functional form 
	3.559
(0.080)
	
	1.824
(0.200)
	
	1.964
(0.185)
	
	0.074
(0.789)
	
	0.032
(0.860)
	

	Normality 
	0.679
(0.712)
	
	0.294
(0.863)
	
	3.640
(0.162)
	
	0.874
(0.646)
	
	3.856
(0.145)
	

	Hetero. 
	2.059
(0.164)
	
	2.067
(0.163)
	
	1.720
(0.202)
	
	1.763
(0.196)
	
	0.332
(0.570)
	

	AIC (SBC) 
	79(72)
	
	95(87)
	
	109(100)
	
	131(125)
	
	94(89)
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets. The bounds test related to the step 1 F-statistic and the long-run forcing test are described in appendix J. The other statistical tests are described in table E.2. a All variables are in logs with slope coefficients interpreted as elasticities. b F-statistic of cigfcfnd and edu of 3.092 and 2.873, respectively. c F-statistic for cigfcfnd of 3.196. d F-statistic for edu of 2.882.  
Source: Authors’ estimates.
Table E.15
Error correction representationa of models GF1 to GF5
	Model
	GF1
	GF2
	GF3
	GF4
	GF5

	ΔMFP1
	0.467
(0.176)
	**
	0.401
(0.099)
	***
	-
	
	-
	
	
	

	ΔMFP2pavg1
	-
	
	-
	
	0.218
(0.118)
	*
	-
	
	
	

	ΔMFPt1
	-
	
	-
	
	-
	
	0.383
(0.125)
	***
	
	

	Δroadgfcf
	0.058
(0.028)
	*
	-0.016
(0.017)
	
	-0.013
(0.010)
	
	0.011
(0.004)
	**
	0.029
(0.019)
	

	Δcigfcfnd
	0.070
(0.021)
	***
	0.009
(0.012)
	
	0.003
(0.007)
	
	0.008
(0.003)
	**
	0.003
(0.009)
	

	Δrbusof
	0.028
(0.025)
	
	-
	
	-
	
	-
	
	-
	

	Δedu
	-0.024
(0.106)
	
	-0.030
(0.062)
	
	-0.020
(0.039)
	
	0.033
(0.008)
	***
	0.132
(0.021)
	***

	Δera
	0.077
(0.049)
	
	-0.051
(0.028)
	*
	-0.034
(0.016)
	*
	-0.026
(0.006)
	***
	-0.111
(0.011
	***

	Δera(1)
	-
	
	0.060
(0.019)
	***
	0.045
(0.012)
	***
	-
	
	
	

	Δtiopente
	-
	
	0.175
(0.030)
	***
	0.092
(0.019)
	***
	0.014
(0.007)
	*
	
	

	Δintercept
	7.546
(1.238)
	***
	9.191
(0.677)
	***
	5.359
(0.452)
	***
	1.504
(0.253)
	***
	5.139
(0.465)
	***

	Δyrbond
	-0.190
(0.091)
	*
	-0.162
(0.051)
	***
	-0.103
(0.030)
	***
	-
	
	
	

	Δshrtbond
	-
	
	-
	
	-
	
	-0.006
(0.003)
	**
	
	

	Δopgaph11
	
	
	
	
	
	
	
	
	0.722
(0.089)
	***

	ECM(-1)
	-1.735
(0.269)
	***
	-2.190
(0.160)
	***
	-1.269
(0.103)
	***
	-0.360
(0.059)
	***
	-1.212
(0.110)
	***

	Test statistics
	
	
	
	
	
	
	
	
	
	

	R2 
	0.816
	
	0.947
	
	0.949
	
	0.945
	
	0.890
	

	Std. Error of Reg. 
	0.011
	
	0.006
	
	0.004
	
	0.002
	
	0.007
	

	DW ‘d’ stat . 
	2.236
	
	1.868
	
	2.120
	
	1.705
	
	1.646
	

	Log Likelihood 
	91
	
	108
	
	122
	
	140
	
	102
	

	AIC (SBC) 
	79(72)
	
	95(87)
	
	109(100)
	
	131(125)
	
	94(89)
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets. The statistical tests are described in table E.2. a All variables are in logs (except the linear time trend and output gap) with slope coefficients interpreted as elasticities. 
Source: Authors’ estimates. 

The CUSUM and CUSUM square tests show that the gross fixed capital formation models are stable over time (figure E.7). 

Figure E.7
Stability tests for models GF2, GF3, GF4 and GF5 
Tests based on the bounds test equation 
	Model GF2
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	Model GF3
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	Model GF4
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	Model GF5
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Data source: Authors’ estimates.
External effects and alternative measures of capital 

As well as dealing with potential problems of using highly constructed capital service index measures (for example, road capital services is very ‘smooth’ and the statistical techniques used require variation in the data), alternative measures of capital may be more closely related to particular types of external effect.

The capital services index measures represent the service provide by the sum total of accumulated past investments in the particular type of infrastructure. They are constructed from the productive capital stock estimates, which in turn are constructed from applying asset life and retirement distributions and age-efficiency profiles to gross fixed capital formation flow data. 
If the effect under investigation is the free input effect, then the entire ‘service’ is what matters. If the effect under investigation is an external effect, and that effect is expected to be captured in measured MFP, and it is suspected that it is the recent vintages of capital that drive the effect, then gross fixed capital formation measures might be more useful in uncovering the direction and strength of the effect. 

If various advances in communication infrastructure have facilitated organisational innovations, and these innovations are thought to be reflected in MFP as they alter the ability of firms to combine inputs into outputs, then including, for example, the entire copper network in the capital measure may just be introducing a form of white noise into regressions. This may hamper attempts to identify various enabling effects from recent technological change. 
On the other hand, network effects associated with the copper network and the external effects of road infrastructure might be expected to have a weaker relationship between recent vintages of investment and any external effects. 
The robustness of the positive effect of road infrastructure using GFCF data is somewhat surprising as the arguments above support an expectation that uncovering the external effects of communication infrastructure might benefit most from the use of GFCF data. 
On the other hand, the argument that different capital measures may be more or less suitable for capturing a certain type of effect may be of less importance than the increase in variation introduced by the use of roads GFCF data.

E.5
Elasticities from preferred market sector models 

The elasticities below have been selected from the large number of regressions detailed above. The elasticities are from models that were judged to be ‘acceptable’. The criteria for acceptance included:

· no glaring failures in terms of statistical properties
· coefficient estimates imply plausible economic magnitudes, or at least within the range found in some other studies
· the existence of evidence that the variables form a long-run co-integrating relationship
· no clear breaches of the long-run forcing tests, which would heighten concern about the direction of causation
· other potentially important sources of growth are either controlled for or tested out of the regressions, and estimated signs are as expected. 

This set of criteria is quite rigorous and it rejected many models, including many of the models detailed above. However, a number of acceptable MFP and labour productivity models were found (table E.16). First differenced regressions were also estimated to provide a check on the levels regressions.

Robust estimates of the effect of road infrastructure, communication infrastructure and IT capital could not be obtained within the same test down procedure. The best estimates of a positive effect of road infrastructure were from models that did not include communication infrastructure (models RI5, RI6 and DMFP5) and vice versa (models D2, D3 and LP5). Initially this was a concern as it was expected that investment in both forms of infrastructure resulted in positive spillovers. However, in the roads infrastructure models, an effect of communication infrastructure is present through digitisation. 

The effect road infrastructure

There is contradictory evidence concerning the effects of road infrastructure on productivity. The coefficient estimates from models RI5 and RI6 are statistically significant at greater than 5 per cent. The economic magnitude of the coefficients at 0.31 to 0.43 is very large, particularly considering which effects are thought to be captured and which effects are not. As discussed in chapter 3, road infrastructure is included in the capital services measure used by the ABS to construct their market sector MFP index. The interpretation of the coefficients is therefore based on an excess effect. 

The regressions test whether there is an effect on output over and above that assumed for road infrastructure in the national accounts. In broad terms, this means that the coefficients are not the result of a ‘free’ input effect.
 Testing suggested that the coefficients are not biased upward from the constant returns to scale (CRS) assumption used in the construction of MFP estimates. A combined input services index (net of infrastructure, IT capital and R&D as these were included as regressors) was included in the testing procedures for models RI5 and RI6 to control for any aggregate scale effects. As discussed in appendix H, the CRS assumption is generally found to be a reasonable assumption when working with highly aggregated data. Inclusion of the scale control did not reduce the coefficients on road infrastructure. 

Table E.16
Summary of estimated elasticities from preferred models 

Standard errors are in brackets  

	Model
	D2
	D3
	RI5
	RI6
	LP2
	DMFP5

	Dependent variable 
	Ln(MFP)
	Ln(MFP)
	Ln(MFP)
	Ln(MFP)
	Ln(LP)
	ΔLn(MFP)

	Road infrastructureb
	-
	-
	0.427
(0.155)
	0.308
(0.141)
	-
	0.365f
(0.343)

	Comm. infrastructurec
	0.050
(0.022)
	0.052
(0.024)
	-
	-
	0.061
(0.024)
	-

	IT conditioned on digitisationd
	0.015
(0.007)
	0.013f
(0.008)
	0.008
(0.004)
	0.006f
(0.005)
	0.031
(0.006)
	0.021
(0.010)

	
	
	
	
	
	
	

	Acceptance criteriae 
	
	
	
	
	
	

	Passes standard statistical tests? 
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes

	Passes bounds test?
	Yes
	Yes
	Yes
	Yes
	Yes
	-a

	Any clear long-run forcing test failures?
	No
	No
	No
	No
	No
	-a

	Other sources of growth controlled? 
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes

	All signs as expected?
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes

	Plausible magnitudes on all variables?
	Yes
	Yes
	?g
	?g
	Yes
	?g


a Model DMFP5 is estimated in first differences. The tests are not applicable. b Model RI5 used ‘roads’, RI6 ‘roadug2s’, and DMFP5 ‘Δroadug2’. c All results based on input-output adjusted communication infrastructure ‘ci5ioug’. d All results based on use of ‘ITdigi’. e The bounds test and long-run forcing tests are described in appendix J and the other statistical tests are described in appendix E. f Not statistically significant. g The magnitude of the road infrastructure coefficient is within the range of coefficients produced by other studies. However, it is implausibly large in terms of the rate of return it implies.
Source: Authors’ estimates. 

The fact that the inclusion of the scale control did not result in a much reduced or economically insignificant coefficient on road infrastructure also indicated that the CRS assumption was not the reason estimates of the effect of road infrastructure could be obtained from MFP models but not labour productivity models. When road infrastructure was included in labour productivity regressions, the coefficient on the primary capital to labour ratio (including, for example, all private machinery and equipment) became insignificant. Therefore, the effect of road infrastructure on output per hour could not be investigated. Part of the problem was collinearity between capital services per hour and road infrastructure per hour. 

The estimation procedure provides confidence that estimated effects are not purely the outcome of trending data giving the impression of a relationship between variables, when in fact there is only statistical correlation. 

Additional confidence can be obtained from differenced regressions if the results of those regressions are roughly similar. The point estimate of the coefficient on road infrastructure in model DMFP5 is of the same economic magnitude, but estimated very imprecisely. 

The coefficient estimates for road infrastructure are very sensitive to the form of the variable included in the regressions. The particular road infrastructure variable in model DMFP5 is usage adjusted by value added shares and not smoothed. If it is not usage adjusted or a smoothed usage adjustment is employed, then the coefficient is economically insignificant and highly statistically insignificant. This contrasts to model RI5 where the preferred form of the variable is not usage adjusted (that is, the services provided by the entire road productive capital stock rather than the market sector’s share of that stock determined by value added shares). The use of ‘roadug2’ in the test procedure for model RI5 results in a coefficient of 0.255 and a large standard error of 0.204. At that point in the test procedure, dropping road infrastructure results in a more parsimonious model. 

The robustness of the estimated effects of road infrastructure, and general government infrastructure more generally, are discussed further below. 

The effect of communication infrastructure

There is more reliable evidence of a positive excess effect of communication infrastructure on productivity and output. There are two types of effects that are supported: 

· those related to the digitisation of the communication network and its interaction with IT capital services

· communication network effects not dependent on digitisation, and possible effects of digitisation not specifically tied to IT capital services.

Testing procedures that included a separate IT capital services variable always produced a negative coefficient on IT capital under many different MFP and labour productivity specifications (examples are models A1 and LP5 above). It is possible that the average net effect over the period under observation could have been negative if the process of the widespread diffusion of IT technologies entailed substantial learning costs and/or disruptive effects. 

It is generally believed that the use of IT technologies began to have productivity payoffs in Australia sometime in the 1990s. Testing of breaks in the slope coefficient on IT capital provided some evidence of an increased partial effect in some models. For example, retesting model LP1 and including IT capital services and slope shifts at 1992 and 1995, resulted in a coefficient (and standard error) on IT capital of -0.049 (0.012), and a significant slope shift at 1992 of 0.012 (0.003). Other variables that remained following the test procedure included the capital to labour ratio, communication infrastructure (0.051 (0.028)), foreign gross R&D stock (although not significant at 10 per cent), education (0.325 (0.068)), a trend term, and the cycle control. However, the slope change was not of sufficient magnitude to produce a net positive effect of IT capital in the 1990s.

An attempt was made to parcel-out the potential effects of IT capital and investigate the effect of IT capital that is dependent on, or conditioned by, the digitisation of the telecommunications network. The type of effects captured are thought to include: 

· support for spillovers between firms and individuals in terms of information and knowledge flows that help businesses produce more efficiently or innovate

· support for information flows that impact on strategic and operational decision making within firms potentially facilitating alternative organisational structures and processes. 

A variable ‘ITdigi’ was constructed as the percentage of access lines that are digital multiplied by the logarithm of IT capital services. The hypothesis is that the effect of IT capital would have strengthened as the telecommunication network increasingly catered for digital transmission. The effective service of IT capital increased with digitisation. 

In the preferred models, the coefficient estimate ranged between 0.006 and 0.015 in the MFP models, and was 0.031 in the preferred labour productivity model. The bottom bound of the 95 per cent confidence interval did not always exclude an estimated effect of zero. However, the direction of the effect held under many specifications and was often statistically significant at greater than 5 per cent (for example, in models D2 and LP1). 

A positive effect of IT capital conditioned on digitisation held whether estimated in the framework of the determinants of MFP or labour productivity. The effect held controlling for human capital, the level of industry protection, domestic and foreign R&D, and the business cycle. While the preferred models also included a separate communication infrastructure variable, the positive effect of ‘ITdigi’ remained if this variable was dropped from the regression. A positive and statistically significant effect was also obtained in first differenced regressions (preferred model DMFP5 and the differenced labour productivity regressions above). 
Alternative methods of modelling digitisation are examined in the next section. 

E.6
Sensitivity testing of results
Sensitivity testing of results to infrastructure definition

The sensitivity of the preferred model results in section E.5 to the way in which the infrastructure variables are defined is illustrated in tables E.17 to E.19. 

Model D3 sensitivity tests

Table E.17 shows that the results of MFP model D3 are sensitive to the definition of communication infrastructure. In model D3, the estimated coefficient on ‘ci5ioug’ was 0.052 with a standard error of 0.024. 
The coefficients on the communication infrastructure variable are generally larger for the alternative definitions than for ‘ci5ioug’ used in the preferred model (except for ‘ci8ioug’). The communication infrastructure variables with no usage adjustment (‘ci5’) produces the largest coefficient. Of the usage adjustment factors, the value-added factors result in larger coefficients than the input-output (IO) factors. Including Communication services IT capital in the scope of communication infrastructure (‘ci8’, ‘ci8vaug’ and ‘ci8ioug’) lowers the variable coefficients compared with those based on the narrower asset scope (the ci5-based variables). Use of the alternative definitions of communication infrastructure also results in smaller coefficients on ‘ITdigi’, which are also not statistically significant. 

Table E.17
Sensitivity tests using model D3
Standard errors in brackets. Selected by SBC.  

	Lag order
	(1,1,0,0,1,0)
	(1,0,0,0,1,0)
	(1,1,0,0,1,0)
	(1,1,0,0,1,0)
	(1,1,0,0,1,0)
	

	Test
	1
	2
	3
	4
	5
	

	ci5
	0.141
(0.072)
	*
	-
	
	-
	
	-
	
	-
	
	
	

	ci5vaug
	-
	
	0.102
(0.069)
	
	-
	
	-
	
	-
	
	
	

	ci8
	-
	
	-
	
	0.099
(0.048)
	*
	-
	
	-
	
	
	

	ci8ioug
	-
	
	-
	
	-
	
	0.043
(0.018)
	**
	-
	
	
	

	ci8vaug
	-
	
	-
	
	-
	
	-
	
	0.083
(0.045)
	*
	
	

	ITdigi
	0.002
(0.006)
	
	0.006
(0.005)
	
	0.004
(0.005)
	
	0.005
(0.004)
	
	0.004
(0.005)
	
	
	

	rfgch
	0.136
(0.046)
	***
	0.113
(0.048)
	**
	0.161
(0.048)
	***
	0.142
(0.040)
	***
	0.154
(0.049)
	***
	
	

	edu 
	0.184
(0.037)
	***
	0.170
(0.038)
	***
	0.220
(0.046)
	***
	0.165
(0.029)
	***
	0.205
(0.044)
	***
	
	

	era
	-0.077
(0.018)
	***
	-0.067
(0.019)
	***
	-0.087
(0.017)
	***
	-0.073
(0.015)
	***
	-0.085
(0.017)
	***
	
	

	intercept
	3.727
(0.319)
	***
	3.811
(0.329)
	***
	3.857
(0.216)
	***
	4.071
(0.138)
	***
	3.916
(0.213)
	***
	
	

	trend
	-0.010
(0.004)
	**
	-0.007
(0.004)
	**
	-0.012
(0.005)
	**
	-0.006
(0.019)
	***
	-0.010
(0.004)
	**
	
	

	opgaph11
	0.447
(0.096)
	***
	0.444
(0.108)
	***
	0.470
(0.095)
	***
	0.440
(0.083)
	***
	0.460
(0.098)
	***
	
	

	ECM(-1)  
	-1.418
(0.159)
	***
	-1.354
(0.158)
	***
	-1.376
(0.151)
	***
	-1.403
(0.133)
	***
	-1.440
(0.167)
	***
	
	

	Test statistics
	
	
	
	
	
	
	
	
	
	
	
	

	No. of observations
	27
	
	27
	
	27
	
	27
	
	27
	
	
	

	Time period 
	75-76 to 01-02
	
	75-76 to 01-02
	
	75-76 to 01-02
	
	75-76 to 01-02
	
	75-76 to 01-02
	
	
	

	R2 
	0.993
	
	0.992
	
	0.993
	
	0.995
	
	0.993
	
	
	

	Std. Error of Reg. 
	0.008
	
	0.008
	
	0.007
	
	0.007
	
	0.008
	
	
	

	DW ‘d’ stat . 
	1.827
	
	1.650
	
	1.744
	
	2.093
	
	1.792
	
	
	

	Durbin’s ‘h’ stat.
	0.795
(0.427)
	
	1.592
(0.111)
	
	1.074
(0.283)
	
	-0.334
(0.739)
	
	1.095
(0.274)
	
	
	

	Serial correlation 

	0.129
(0.725)
	
	0.729
(0.406)
	
	0.451
(0.512)
	
	0.129
(0.724)
	
	0.297
(0.594)
	
	
	

	Functional form 

	0.259
(0.618)
	
	0.222
(0.644)
	
	0.003
(0.957)
	
	0.007
(0.933)
	
	0.022
(0.885)
	
	
	

	Normality 
	1.224
(0.542)
	
	1.558
(0.459)
	
	0.895
(0.639)
	
	1.087
(0.581)
	
	1.173
(0.556)
	
	
	

	Hetero. 

	0.205
(0.655)
	
	0.485
(0.492)
	
	0.959
(0.337)
	
	0.116
(0.736)
	
	0.803
(0.379)
	
	
	

	AIC (SBC) 
	89(82)
	
	88(82)
	
	90(83)
	
	93(85)
	
	89(82)
	
	
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets. The other statistical tests are described in table E.2. 

Source: Authors’ estimates. 

Model LP2 sensitivity tests

Table E.18 shows the equivalent sensitivity tests for the labour productivity model LP2. 
The purpose of these tests was to test the sensitivity of the communication infrastructure results within a labour productivity model to ensure that estimated effects are not sensitive to the removal of the assumptions used in constructing MFP. 

In the estimation of the labour productivity models, the education and industry protection variables were not normalised by hours worked. Therefore, the first test uses the variable ‘ci5ioug’ (as per model LP2) and an education variable specified as per hour worked. The result is that model fit is higher, but the coefficient on business R&D becomes implausibly large. Education is highly significant whichever approach is used. The remainder of the tests use education without the per hour adjustment. 

Tests 2 to 6 test five alternative measures of communication infrastructure. The main results are as follows. 

· Unadjusted ‘ci5’ increases the coefficient from 0.061 (0.024) to 0.247 (0.062) (test 2). An increase was expected as ‘ci5’ represents an economywide capital service, rather than an estimate of the capital service for the market sector only. The movement in the rate of return would be less. 

· ‘ci5vaug’ also increases the coefficient (test 3), but this time the increase is driven by the value added shares which, as is the case with road infrastructure, results in inputs and outputs not being measured independently. For both ‘ci5’ and ‘ci5vaug’, the coefficient on ‘ksrv’ is too low.
· Including IT capital in the measure and using an input-output adjustment ‘ci8ioug’ results in a reduction in the point estimate to 0.043 (0.021) (test 4). 

· The various ‘ci5’ measures that exclude the IT capital of the communication services industry result in better fitting models with more precision in the estimate of the communication infrastructure variable. Communication infrastructure is statistically insignificant in tests of both ‘ci8’ and ‘ci8vaug’. 

A plausible interpretation of these results is that focusing in more closely on the network assets of the communication services industry allows a network effect to be identified. The tests also include an additional positive effect of digitisation of the network in conjunction with IT capital. 

The variable ‘ITdigi’ also includes private IT capital with a value of zero until 1990. To make sure the presence of this variable was not driving the poorer outcome for the communication measures incorporating IT capital, a number of additional tests were undertaken. Re-running tests 4 to 6 without ‘ITdigi’ resulted in a coefficient of 0.028 (0.015) for test 4, and tests 5 and 6 were just as insignificant. The industry protection variable ‘era’ did not test out of these models. It was negatively signed and highly significant in each of the three tests.  
Table E.18
Sensitivity tests using model LP2

Standard errors in brackets. Selected by SBC. Variables are per hour worked (except education as noted) 

	Lag order
	(0,0,1,0,0,1)
	(0,0,1,0,1,0)
	(0,0,1,0,1,0)
	(0,0,1,0,1,1)
	(1,0,0,0,1,0)
	(1,0,0,0,1,0)

	Test
	1
	2
	3
	4
	5
	6

	ksrv
	0.222
(0.039)
	***
	0.136
(0.065)
	*
	0.143
(0.060)
	**
	0.211
(0.068)
	***
	0.229
(0.098)
	**
	0.224
(0.095)
	**

	ci5ioug
	0.100
(0.018)
	***
	-
	
	-
	
	-
	
	-
	
	-
	

	ci5
	-
	
	0.247
(0.062)
	***
	-
	
	-
	
	-
	
	-
	

	ci5vaug
	-
	
	-
	
	0.263
(0.062)
	***
	-
	
	-
	
	-
	

	ci8ioug
	-
	
	-
	
	-
	
	0.043
(0.021)
	*
	-
	
	-
	

	ci8
	-
	
	-
	
	-
	
	-
	
	0.010
(0.061)
	
	-
	

	ci8vaug
	-
	
	-
	
	-
	
	-
	
	-
	
	0.017
(0.061)
	

	ITdigi
	0.019
(0.002)
	***
	0.026
(0.004)
	***
	0.023
(0.004)
	***
	0.033
(0.006)
	***
	0.044
(0.008)
	***
	0.044
(0.008)
	***

	rbushr(t-1)
	0.070
(0.014)
	***
	-0.021
(0.020)
	
	-0.018
(0.019)
	
	0.026
(0.018)
	
	0.020
(0.034)
	
	0.017
(0.033)
	

	edu 
	-
	
	0.086
(0.043)
	*
	0.093
(0.042)
	**
	0.162
(0.060)
	***
	0.146
(0.068)
	**
	0.143
(0.068)
	**

	eduhr
	0.188
(0.038)
	***
	-
	
	-
	
	-
	
	-
	
	-
	

	intercept
	1.854
(0.085)
	***
	2.424
(0.085)
	***
	2.285
(0.073)
	***
	2.428
(0.106)
	***
	2.536
(0.278)
	***
	2.552
(0.251)
	***

	opgaph11
	0.687
(0.060)
	***
	0.702
(0.077)
	***
	0.680
(0.070)
	***
	0.627
(0.084)
	***
	0.876
(0.146)
	***
	0.869
(0.147)
	***

	ECM(-1)  
	-
	
	-
	
	-
	
	-
	
	-0.784
(0.103)
	***
	-0.789
(0.101)
	***


(continued on next page)

Table E.18
(continued)

	Test
	1
	2
	3
	4
	5
	6

	Test statistics
	
	
	
	
	
	
	
	
	
	
	
	

	No. of observations
	27
	
	27
	
	27
	
	27
	
	27
	
	27
	

	Time period 
	76-77 to 02-03
	
	76-77 to 02-03
	
	76-77 to 02-03
	
	76-77 to 02-03
	
	76-77 to 02-03
	
	76-77 to 02-03
	

	R2 
	0.999
	
	0.999
	
	0.999
	
	0.999
	
	0.999
	
	0.999
	

	Std. Error of Reg. 
	0.004
	
	0.005
	
	0.005
	
	0.006
	
	0.007
	
	0.007
	

	DW ‘d’ stat . 
	2.126
	
	2.045
	
	2.027
	
	1.388
	
	1.675
	
	1.667
	

	Durbin’s ‘h’ stat.
	-
	
	-
	
	-
	
	-
	
	0.998
(0.318)
	
	1.018
(0.309)
	

	Serial correlation 

	0.071
(0.793)
	
	0.099
(0.757)
	
	0.076
(0.786)
	
	1.814
(0.197)
	
	0.719
(0.408)
	
	0.732
(0.404)
	

	Functional form 

	0.000
(0.989)
	
	0.150
(0.704)
	
	0.061
(0.808)
	
	4.180
(0.058)
	
	1.527
(0.233)
	
	1.577
(0.226)
	

	Normality 
	1.029
(0.598)
	
	1.191
(0.551)
	
	1.023
(0.600)
	
	0.709
(0.702)
	
	1.368
(0.505)
	
	1.329
(0.515)
	

	Hetero. 

	0.296
(0.591)
	
	7.788
(0.010)
	
	6.191
(0.020)
	
	0.353
(0.558)
	
	4.549
(0.043)
	
	4.649
(0.041)
	

	AIC (SBC) 
	105(99)
	
	99(93)
	
	100(94)
	
	95(89)
	
	94(88)
	
	94(88)
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets. The other statistical tests are described in table E.2. 

Source: Authors’ estimates. 

Model RI5 sensitivity tests
Table E.19 shows the sensitivity tests for the MFP model RI5 to the definition of public infrastructure. Model RI5 was used to test the effect of different measures of general government infrastructure and to compare effects with road infrastructure results. Both the ‘I3’ (computer hardware and software excluded) and ‘I8’ (computer hardware and software included), measures that do not include a usage adjustment, have larger estimated elasticities. The volume of services for these measures are for the whole of the economy, whereas, the volume of services for ‘I3ug2’ and ‘I8ug2’ are an estimate of that part of the service used by the market sector. 

General government infrastructure is significant in each test and a set of control variables are signed as expected and are estimated well. The models are statistically acceptable. Like other market sector results, there is a concern surrounding the over-correction in the ECM term. 

The equivalent road infrastructure estimates for non-usage adjusted road infrastructure is 0.427 (0.155) (model RI5) and usage-adjusted road infrastructure is 0.308 (0.141). The general government measures incorporate road infrastructure plus other types of infrastructure. Therefore, the larger point estimates below, for comparable measures, are expected. 
Table E.19
Tests of general government infrastructure in model RI5
Standard errors in brackets. Selected by SBC. 

	Lag order
	
	
	
	
	(1,0,0,0,1,0)
	(1,0,0,0,1,0)
	(1,0,0,0,1,0)
	(1,0,0,0,1,0)

	Test
	
	
	
	
	1
	2
	3
	4

	I3ug2
	
	
	
	
	0.385
(0.144)
	**
	-
	
	-
	
	-
	

	I3
	
	
	
	
	-
	
	0.490
(0.170)
	***
	-
	
	-
	

	I8ug2
	
	
	
	
	-
	
	-
	
	0.375
(0.160)
	**
	-
	

	I8
	
	
	
	
	-
	
	-
	
	-
	
	0.467
(0.193)
	**

	ITdigi
	
	
	
	
	0.013
(0.005)
	**
	0.015
(0.005)
	***
	0.010
(0.005)
	**
	0.012
(0.005)
	**

	rfgch
	
	
	
	
	0.105
(0.040)
	**
	0.087
(0.040)
	**
	0.113
(0.042)
	**
	0.097
(0.042)
	**

	edu 
	
	
	
	
	0.103
(0.031)
	***
	0.104
(0.030)
	***
	0.132
(0.029)
	***
	0.141
(0.028)
	***

	era
	
	
	
	
	-0.067
(0.015)
	***
	-0.075
(0.015)
	***
	-0.068
(0.016)
	***
	-0.076
(0.016)
	***

	intercept
	
	
	
	
	2.669
(0.605)
	***
	2.325
(0.678)
	***
	2.673
(0.688)
	***
	2.372
(0.788)
	***

	trend 
	
	
	
	
	-0.004
(0.001)
	
	-0.007
(0.002)
	***
	-0.006
(0.002)
	***
	-0.009
(0.003)
	***

	opgaph11
	
	
	
	
	0.337
(0.101)
	***
	0.441
(0.085)
	***
	0.341
(0.108)
	***
	0.444
(0.091)
	***

	ECM(-1)  
	
	
	
	
	-1.445
(0.151)
	***
	-1.457
(0.149)
	***
	-1.431
(0.156)
	***
	-1.436
(0.155)
	***

	Test statistics
	
	
	
	
	
	
	
	
	
	
	
	

	No. of observations
	
	
	
	
	27
	
	27
	
	27
	
	27
	

	Time period 
	
	
	
	
	75-76 to 01-02
	
	75-76 to 01-02
	
	75-76 to 01-02
	
	75-76 to 01-02
	

	R2 
	
	
	
	
	0.993
	
	0.994
	
	0.993
	
	0.993
	

	Std. Error of Reg. 
	
	
	
	
	0.007
	
	0.007
	
	0.008
	
	0.007
	

	DW ‘d’ stat . 
	
	
	
	
	1.915
	
	2.051
	
	1.855
	
	1.928
	

	Durbin’s ‘h’ stat.
	
	
	
	
	0.356
(0.722)
	
	-0.208
(0.835)
	
	0.646
(0.518)
	
	0.315
(0.753)
	

	Serial correlation 

	
	
	
	
	0.018
(0.896)
	
	0.050
(0.825)
	
	0.092
(0.865)
	
	0.014
(0.907)
	

	Functional form 

	
	
	
	
	0.035
(0.854)
	
	0.138
(0.715)
	
	0.002
(0.967)
	
	0.256
(0.620)
	

	Normality 
	
	
	
	
	1.647
(0.439)
	
	1.871
(0.392)
	
	1.790
(0.409)
	
	2.050
(0.359)
	

	Hetero. 

	
	
	
	
	0.833
(0.370)
	
	0.261
(0.614)
	
	0.631
(0.435)
	
	0.141
(0.710)
	

	AIC (SBC) 
	
	
	
	
	91(84)
	
	91(85)
	
	90(83)
	
	90(84)
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets. The other statistical tests are described in table E.2. 

Source: Authors’ estimates. 

Summary of tests for sensitivity to infrastructure definition
The preferred models were sensitivity tested to alternative definitions of infrastructure. Table E.20 provides a summary of the effects of alternative definitions on the coefficients of the infrastructure variables. 

The results are clearly sensitive to the definition of both communication infrastructure and public infrastructure used. The precision with which alternative definitions are estimated varies a lot. The magnitudes of estimated elasticities also change, although given that the underlying infrastructure volumes are different the differences in estimated returns may be less.

In the MFP models with communication infrastructure, the coefficients on the communication infrastructure variable are generally larger for the alternative definitions than for ‘ci5ioug’ used in the preferred model. The communication infrastructure variable with no usage adjustment (‘ci5’) produces the largest coefficient. Of the usage-adjusted measures, the value-added factors result in larger coefficients than the IO factors. Including the IT capital of Communication services in the scope of communication infrastructure lowers the variable coefficients compared with the equivalent variables based on the narrower asset scope. The effect of IT conditioned on digitisation is not statistically significant in any of the models testing alternative definitions.

In the labour productivity models, there is a similar pattern. The extension of the asset scope (the ci8-based variables) results in coefficients that are all smaller than those based on the narrower asset scope and generally estimated with less precision. A plausible interpretation of these results is that focusing in more closely on use of the network assets of the communication services industry allows a network effect to be identified. The coefficients on the unadjusted ‘ci5’ and the value-added adjusted ‘ci5vaug’ are around four times larger than that of ‘ci5ioug’ in the preferred model. The result for ‘ci5vaug’ is driven by the value added shares, which results in inputs and outputs not being measured independently. The effect of IT conditioned on digitisation is less sensitive to the specific communication infrastructure variable included in the regressions.
Table E.20
Sensitivity of preferred models to alternative infrastructure definitions

	

Model and variableb
	General government infrastructure
	Communication infrastructure
	IT conditioned on digitisation
	

	Model D3 with alternative communication infrastructure variables
	

	‘ci5ioug’ (IO usage adj.) (preferred model)
	-
	0.052
	0.013a
	

	‘ci5’ (no usage adjustment) 
	-
	0.141
	0.002a
	

	‘ci5vaug’ (value added adjustment) 
	-
	0.102a
	0.006a
	

	‘ci8’ (including Comm. services IT capital) 
	-
	0.099
	0.004a
	

	‘ci8vaug’ (‘ci8’ with value added adjustment) 
	-
	0.083
	0.004a
	

	‘ci8ioug’ (‘ci8’ with IO usage adjustment) 
	-
	0.043a
	0.005a
	

	
	
	
	
	

	Model LP2 with alternative communication infrastructure variables
	

	‘ci5ioug’ (IO usage adj.) (preferred model)
	-
	0.061
	0.031
	

	‘ci5’ (no usage adjustment) 
	-
	0.247
	0.026
	

	‘ci5vaug’ (value added adjustment) 
	-
	0.263
	0.023
	

	‘ci8’ (including Comm. services IT capital) 
	-
	0.010a
	0.044
	

	‘ci8vaug’ (‘ci8’ with value added adjustment) 
	-
	0.017a
	0.044
	

	‘ci8ioug’ (‘ci8’ with IO usage adjustment) 
	-
	0.043
	0.033
	

	
	
	
	
	

	Model RI5 with alternative public infrastructure variables
	

	‘roads’ (preferred model)
	0.427
	-
	0.008
	

	‘I3’ (no usage adjustment)
	0.490
	-
	0.015
	

	‘I3ug2’ (value added usage adjustment)
	0.385
	-
	0.013
	

	‘I8’ (including gen. govt IT capital)
	0.467
	-
	0.012
	

	‘I8ug2’ (‘I8’ with value added usage adj.)
	0.375
	-
	0.010
	


a Not statistically significant at 10 per cent. b Full variable definitions in table 3.3

Source: Authors’ estimates. 
MFP model RI5 was used to test alternative definitions of public infrastructure with an expansion in the assets covered to all general government infrastructure and not just roads. The measures that do not include a usage adjustment, ‘I3’ (computer hardware and software excluded) and ‘I8’ (computer hardware and software included), have the largest estimated elasticities. The usage-adjusted measures ‘I3ug2’ and ‘I8ug2’ are meant to approximate a smaller volume of capital services corresponding to the market sector’s share of use. The effect of IT capital conditioned on digitisation is higher where a broader public infrastructure variable is included in the regression. However, which broader measure is used makes little difference. 

Sensitivity testing of results to method of accounting for digitisation

The sensitivity of some of the preferred model results in section E.5, to the way in which the effect of digitisation of the copper network is included, is illustrated in table E.21. 

Table E.21
Further market sector tests of digitisation using model D3 

Domestic GRD dropped due to insignificance
	
Test
	ci5io‑
shift90
	ci5ioug
	ITdigi
	ci5iodg
	digital
	nonggIT
	ci5ioug
*nonggIT

	Test A: Add variable ‘ci5iodg’
	0.051
(0.029)
	*
	
	
	0.004
(0.007)
	
	0.001
(0.008)
	
	
	
	
	
	
	

	Test A, but drop ITdigi
	0.061
(0.024)
	***
	
	
	
	
	0.005
(0.005)
	
	
	
	
	
	
	

	Test B: drop ‘ITdigi’, enter log of ‘digital’ index separately
	0.022
(0.019)
	
	
	
	
	
	
	
	0.000
(0.000)
	**
	
	
	
	

	Test C: include ‘nonggIT’ and add interaction term
	0.022
(0.021)
	
	
	
	
	
	
	
	
	
	-0.069
(0.024)
	***
	-0.001
(0.003)
	

	Test D: drop ‘ITdigi’ and add slope shift at 1990
	0.053
(0.023)
	**
	0.001
(0.002)
	
	
	
	
	
	
	
	
	
	
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets.

Source: Authors’ estimates. 

Model D3 was used for the tests with the only difference being that domestic GRD was dropped from the model (given its insignificance). Under each of the tests, the results for foreign R&D, education, and industry protection held. 

· Test A: the variable ‘ci5iodg’ was added to the model and constructed using the same methodology as for ‘ITdigi’ and ‘otrcapdg’. 

· Result: ‘ci5iodg’ is highly insignificant. Dropping ‘ITdigi’ from the model does not result in a significant additional effect of communication infrastructure conditioned on digitisation.  

· Test B: the variable ‘digital’ was constructed as the index of the share of access lines digitised, in log terms (as per other variables). The variable ‘ITdigi’ was dropped. 

· Result: the significance on ‘ci5ioug’ is negatively impacted compared with the original results for model D3. The estimate for ‘digital’ is statistically significant, but economically insignificant. 

· Test C: ‘nonggIT’ is added to the model together with an interaction term ‘ci5ioug’*‘nonggIT’. A positive and significant interaction would be interpreted as representing complementarity between communication infrastructure and private IT capital. 

· Result: the interaction term is insignificant. 

· Test D: ‘ITdigi’ is dropped. A term that allows the estimated elasticity on communication infrastructure to shift at 1990 (the first observation for the ‘digital’ variable) is added. This tests whether an effect of digitisation can be detected related strictly to communication infrastructure, as opposed to a robust effect being found in conjunction with IT capital. 

· Result: estimates of slope shifts for communication infrastructure are not significant. 

These test results further highlight the preference of the data for an additional effect of communication infrastructure in conjunction with the process of digitisation and the accumulation of IT capital. An additional effect related to digitisation is not found when communication infrastructure is considered in isolation. 

E.7
Potential sources of the problems in modelling roads 

A failure of the CRS assumption does not appear to be the problem  

The MFP models that contain road infrastructure suggest a very large and positive effect of road infrastructure irrespective of whether a scale control variable is included in the final model or not. When models RI5 or RI6 were retested with the inclusion of a scale control the coefficient on road infrastructure held or increased. The scale control variable is a combined input services index less those capital and R&D components included as regressors. The tested down models pass bounds and long-run forcing tests and produce ECM terms of -1.2 that are highly statistically significant with DW statistics of 1.8-2.1. The coefficients on the scale variable are negatively signed and highly statistically significant pointing towards decreasing returns. 
As discussed in box H.1, the CRS assumption is generally viewed as a very ‘safe’ assumption when working with highly aggregated data. If road infrastructure is not included in the test procedures then scale is insignificant.
There is very little variation in road capital services  

Road capital services have grown relatively slowly and smoothly over time compared with other capital variables (table E.22). The usage adjustment of the road index does increase the variation slightly but it is still relatively low. This lack of variation affects the ability of statistical methods to reliably identify relationships. 
Table E.22
Growth in capital services index variables, 1974-75 to 2002-03

	Variable
	Average annual growth
	Standard deviation

	
	(per cent per year)
	

	Road infrastructure (roads)
	0.9
	0.6

	Usage-adjusted road infrastructure (roadug2)
	0.6
	0.8

	Public economic infrastructure (I3)
	1.0
	1.0

	Communication infrastructure (ci5)
	4.9
	1.9

	IT (ITcap)
	30.1
	10.2

	Total capital (ksrv)
	3.9
	1.1


Source: Authors’ estimates.
A changing effect?

Fernald (1999) finds that the marginal product of road investment in the United States was high in the 1950s and 1960s. During this period, rates of investment were also high associated with the building of the interstate highways. However, he found no evidence that the post-1973 marginal product of road infrastructure had an above normal return. The construction of the interstate highways offered a one-off opportunity for productivity improvement. Fernald noted that his specification sought to measure the direct or free input effects of road infrastructure only, so that the computed returns were biased downwards if externalities were important. 

Using Canadian data, Harchaoui and Tarkhani (2003) also find that the elasticity of public capital declined dramatically. The elasticities of private and public capital were similar in the pre-1973 period (0.15 to 0.18). By the year 2000, while the private capital elasticity remained stable, the elasticity of public capital declined to around 0.019. 

Both of these studies use much longer time series than is available for this study with the time period in this study corresponding to their post-1973 period only. 

Is the service provided by road infrastructure mismeasured?

It is common to seek to control for the effects of the business cycle or shocks on MFP as variation in MFP can arise solely due to changes in capacity utilisation. Labour can be hoarded during economic downturns and capital can sit idle. 

Economic fluctuations in the demand for roads can alter the utilisation of roads — the quantity of goods transported depends on the level of economic activity. With roads, there can be significant longer term underutilisation of a given road or overutilisation in the sense of congestion. However, while a particular road may be under or overutilised, the net additions to the pre-existing aggregate capital stock and services of roads is small in any one year. With relatively smooth investment patterns, the fact that it might take ten years for a particular road to reach an ‘average’ level of utilisation may not matter much in terms of studies that seek to measure an average effect at a highly aggregated level. But if there have been changes in the average utilisation of roads, then this may matter for attempts to measure the economic contribution of road infrastructure to productivity. 

Total vehicle kilometres travelled (TVK) has consistently grown faster than measured road capital services (figure E.8). This suggests that average capacity utilisation would have increased significantly over the period. 

Figure E.8
Total vehicle kilometres travelled and average capacity utilisation 
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Data sources: ABS (Survey of Motor Vehicle Use, Cat. no. 9208.0), ABS unpublished data and authors’ estimates. 

It is possible that estimates of the effect of road infrastructure (the elasticities estimated in this study and estimates of public capital from other studies, given that roads dominates public capital) are biased upward by ignoring the apparent long-term trend increase in capacity utilisation. The increasing scale of economic activity has meant that greater use is now made of a given level of road capital stock. Effective road capital services is actually substantially higher than is assumed. 

A continuation of this trend would at some point start to increase average travel times which has an opportunity cost. It is unclear if the costs of increased travel time are economically significant at the level of the market sector or at the economywide level. These costs certainly matter for certain cities, or parts of cities, at certain times of day. Congestion costs tend to be studied at this more microeconomic level (for example, the costs of congestion on particular road links). 

There is little or no congestion on many roads across the country, or on many roads for most times in the day. Therefore, the ‘average’ effect of congestion may or may not need to be taken into account when examining the macroeconomic effect of road infrastructure on output. Even if it should be taken into account, congestion may not be of sufficient economic magnitude, relative to the economywide stock of road infrastructure, to be identifiable using statistical methods. 
Preliminary attempts to replicate the Fernald (1999) study and extend it did not produce encouraging results — although there is some indication that it is an increasing capacity utilisation story rather than a congestion effect story. One possible explanation is that the congestion parameter was assumed to be constant over time or subject to one or two breaks as per Fernald. Techniques that allow for a smooth transition in the parameter may be more successful as they align better with the trends evident in figure E.8. Further examination is beyond the scope of this paper. 
Are spatial/locational dimensions important?

Infrastructure can have localised benefits and network benefits. Localised infrastructure benefits may give rise to negative spillovers in other locations from which production and factors of production are drawn. But there may also be countervailing positive spillovers from network benefits of infrastructure. Haughwout (1998, p. 226) notes “from a national perspective it is important to distinguish investment in public goods which add to the productive capacity of the nation as a whole from those that simply provide advantages to some places over others”.

More disaggregated analysis may make the links between infrastructure and productivity more apparent than in aggregate analysis. For example, Boarnet 1998 and Haughwout 2002 have examined public infrastructure at a regional level and found localised effects and network benefits. However, the extensive data requirements for such analysis may be a limiting factor for Australian analysis. 

E.8
Implied gross rates of return

While the level of estimated elasticity is informative, it is often of more interest to derive the rate of return to infrastructure. Some of the criticisms of Aschauer (1989a) and similar studies are based on the implausibility of the rates of return — the rates of return making the size of the effect more obvious than the actual elasticities.

It should be noted that, even aside from any imprecision in estimation, the rates of return presented in this paper should be interpreted as indicative. A rate of return on capital (as conceived in the economics literature) generally measures the additional output generated from an increase in capital — by multiplying the output elasticity (from an estimated production function) by the observed ratio of output to capital. However, the rates of return presented in this paper are based on MFP elasticities rather than output elasticities. Nevertheless, even though they are conceptually different, estimated MFP and output elasticities are likely to be quite similar in magnitude.
 Consequently, the MFP-based rates of return presented here are likely to be close approximations to output-based rates of return.
Rates of return to infrastructure are calculated by multiplying the estimated MFP elasticity with respect to infrastructure by the ratio of output to the average productive capital stock of infrastructure. The real values of the productive capital stocks and relevant ratios are listed in table E.23. The ratio for the business knowledge stock is also listed for comparative purposes. 

The ratio for business R&D for the period 1989-90 to 2002-03 is much lower than for the period 1974‑75 to 1988-89 resulting from rates of business R&D investment outpacing market sector output growth. This pattern of relative ratios also applies to communications infrastructure. In contrast, the ratio for road infrastructure services is higher in the later period indicating that the service provided by road infrastructure has declined relative to the size of the market sector measured by gross value added output.

Table E.23
Market sector inverse intensities for rate of return calculations

Productive Capital Stocks (PKS) in chain volume termsa
	
	Means, $million
	
	Intensity (Y/x)

	
	1974-75 to 2002-03
	1974-75 to 1988-89
	1989-90 to 2002-03
	
	1974-75 to 2002-03
	1974-75 to 1988-89
	1989-90 to 2002-03

	Means
	
	
	
	
	
	
	

	Roads PKSb
	65185
	61813
	68798
	
	4.8
	4.0
	5.6

	Public eco. infra. (I3) PKSc
	88176
	84280
	92350
	
	3.5
	2.9
	4.2

	Comm. infra. PKSc
	39831
	27363
	53191
	
	7.9
	9.1
	7.2

	Bus. R&D stock (Rbus15)
	11467
	6326
	16974
	
	32.0
	39.7
	23.7

	Value added (Y) 
	314800
	249050
	385246
	
	
	
	


a Base year for prices equals 2001-02. b Fernald (1999) reports an intensity of 4 for the United States in 1989. c These PKS estimates are very crude estimates based on simple aggregation across different asset types included in the infrastructure total. PKSs are not strictly additive across asset types and CVMs are also not strictly additive at years other than the base year. 
Source: Published and unpublished ABS national accounts data and authors’ estimates. 
The elasticities from table E.16 are combined with the ratios of output to the productive capital stock in table E.23 to give the indicative rates of return listed in table E.24. The band of returns is based on elasticities using plus or minus two standard deviations from the point estimate. This corresponds to the 95 per cent confidence interval. 

Table E.24
Implied gross rates of returna to infrastructure from the market sector models

Rate of return band based on minus or plus two standard errors, per cent  

	
	
	
	Rate of return

	
Infrastructure type
	
Model
	Elasticity 
(Std. error)
	1974-75 to 2002-03
	1974-75 to 1988-89
	1989-90 to 2002-03

	Road infrastructure
	RI5
	0.427 (0.155)
	56 - 352
	47 - 296
	65 - 412

	Road infrastructure
	RI6
	0.308 (0.141)
	12 - 282
	10 - 237
	15 - 359

	Comm. infrastructure
	D2
	0.050 (0.022)
	5 - 78
	6 - 86
	4 - 69

	Comm. infrastructure
	D3
	0.052 (0.024)
	3 - 83
	4 - 92
	3 - 74

	Comm. infrastructure
	LP2
	0.061 (0.024)
	11 - 91
	12 - 100
	10 - 80


a The rates of returns for communication infrastructure are only indicative. They use the average of the simple sum of productive capital stocks of several asset types in chain volume terms — productive capital stocks are not strictly additive and the addition will also be less accurate the further away from the base year (2001-02).

Source: Authors’ estimates. 

Even with estimates that are statistically significant at greater than 5 per cent, the possible returns to road infrastructure cover a very wide band. Evaluated at the mean intensity for the period 1974-75 to 2002-03, the return to road infrastructure from model RI5 ranges between 56 per cent and 352 per cent. Road infrastructure would also have effects on the utility of consumers and (non-market sector) producers not captured in the estimated coefficients for the market sector. Therefore, other studies have interpreted returns from these types of regression exercises as implying a lower bound estimate of the economywide (social) rate of return (for example, Paul 2003).

The possible returns to communication infrastructure cover a narrower band than those to road infrastructure. Evaluated at the mean intensity for the period 1974-75 to 2002-03, the return to communications infrastructure from model D2 ranges between 5 per cent and 78 per cent.
 

E.9
Comparison with other studies

Comparisons with other studies are not straightforward because of the different approaches taken, different time periods and the varying amounts of information reported. For example, it is not possible to directly compare the elasticities and rates of return from cost function studies with those of production function studies.
 

Public infrastructure 

The range of estimates for public infrastructure in other studies is very wide. For Australian aggregate studies, the elasticity estimates range from 0.008 to 1.19 — although the majority of studies fall in the 0.2 to 0.5 range (see tables 2.1 and 2.2 for further details). The preferred models in this paper produce results (0.31 to 0.43) that are in line with the majority of these studies and that are subject to the same concerns about implausible magnitudes (table E.25). 

However, the preferred models in this paper use road infrastructure, whereas most Australian studies use broader measures of public infrastructure. These broader public infrastructure measures were used in the sensitivity tests in this paper. Again, these results fall within the range of other studies. For example, the broader measure (‘I3’), with an elasticity estimate of 0.49, is closer
 to the measure used by Otto and Voss (1994a) to obtain an elasticity of 0.45. Paul (2003) estimated an elasticity of 0.47 in a Cobb-Douglas function and 1.19 in a translog function for a usage-adjusted measure
 closer to ‘I3ug2’ (which is estimated at 0.39 in this paper).

Few Australian studies report rates of return (or sufficient information to derive them). Paul (2003) reports rates of return significantly lower than the point estimates from the preferred models in this paper. However, his estimates are still implausibly large (table E.25).
Table E.25
Comparison of aggregate public infrastructure models

Rate of return band based on minus or plus two standard errors, per cent  

	
	
	Elasticity 
(standard error)
	
	Rate of return
Point estimate (range)

	
	
	This study
	Other studies
	
	This studya
	Other studies

	
Infrastructure type
	
Model
	output-side elasticity
	output-side elasticity
	
	1974-75 to 2002-03
	1968-69 to 1995-96

	Road infrastructure
	RI5
	0.427
(0.155)
	
	
	204
(56 – 352)
	

	Road infrastructure
	RI6
	0.308
 (0.141)
	
	
	147
(12 – 282)
	

	Public infrastructured 
	RI5(2)
	0.490
 (0.170)
	
	
	173
(53 – 293)
	

	Public infrastructuree
	RI5(1)
	0.385
 (0.144)
	
	
	136
(34 – 238)
	

	Public infrastructure
	Paul (2003)f
	
	0.47 – 1.187
 (0.1648 – 0.1651)
	
	
	96.4b

	
	Otto & Voss (1994a)
	
	0.38 – 0.45
(0.1425 – 0.2406)
	
	
	

	Public infrastructure

	Other Aust. studiesc
	
	0.008 – 0.45
	
	
	


a Rate of return is calculated as infrastructure elasticity multiplied by the ratio of output to infrastructure stock (at mean values). The rates of returns for public infrastructure are only indicative. They use the average of the simple sum of productive capital stocks of several asset types in chain volume terms — productive capital stocks are not strictly additive and the addition will also be less accurate the further away from the base year (2001-02). b Marginal benefit to the ‘private’ sector. Equivalent to rate of return as calculated in this paper. Paul (2003) also calculates rate of return of public investment to ‘private sector’ industries (not including benefits to consumers and other producers outside the ‘private sector’) as the ratio of the marginal output benefit to the marginal cost of public investment. Marginal output benefit is infrastructure elasticity multiplied by the ratio of output to infrastructure stock. Marginal cost is the ratio of social opportunity cost (that is, nominal project cost plus deadweight loss) to value of additional tax revenues required to finance the project. Paul (2003) uses marginal costs estimated in other studies Campbell and Bond of 1.20 (giving a rate of return of 80.3) and Findley and Jones of 1.40 (giving a rate of return of 68.8). See Paul (2003, p. 458) for a discussion. c See table 2.1 for details. d Variable is ‘I3’. e Variable is ‘I3ug2’. f Primal measures derived from cost function approach.
Source: Authors’ estimates; Paul (2003); Otto and Voss (1994a); table 2.1. 

One advantage of the methods used by Paul (2003) is that the translog is a flexible functional form. The main advantages of this study are the use of the ARDL co-integration framework, the use of a more comprehensive set of control variables and the use of a services measure of infrastructure rather than a stock measure.
Communication infrastructure 

There appear to be no studies that provide enough information to make direct comparisons of results of the effect of communications infrastructure (as defined in this paper
). The US study by Nadiri and Nandi (2001) used a cost function approach rather than the production function approach used in this study. While both this study and Nadiri and Nandi (2001) find positive spillovers from communication infrastructure, the different approaches taken mean the magnitudes of the results are not directly comparable. 

However, it is possible to make some broad comparisons. At the aggregate level, the output-side elasticity can be derived from the Nadiri and Nandi cost elasticity if it is assumed that constant returns to scale hold. Under constant returns to scale, the primal (output) elasticity is the negative of the cost elasticity. On this basis, the results in the preferred models in this paper are generally larger than the US estimates (0.05 compared with 0.014) (table E.26).

Table E.26
Comparison of aggregate communication infrastructure models

Rate of return band based on minus or plus two standard errors, per cent  

	
	
	Elasticity 
(standard error)
	
	Rate of return
Point estimate (range)

	
	
	This study
	Other studies
	
	This studya
	Other studiesb

	
	
Model
	output-side elasticity
	cost-side elasticity
	
	1974-75 to 2002-03
	1950 to 
1991c

	
	D2
	0.050
(0.022)
	
	
	42
(5 – 78)
	

	
	D3
	0.052
(0.024)
	
	
	43
(3 – 83)
	

	
	Nadiri & Nandi (2001) - US
	
	-0.0136d
	
	
	32.80


a Rate of return is calculated as infrastructure elasticity multiplied by the ratio of output to infrastructure stock (at mean values). The rates of returns are only indicative. They use the average of the simple sum of productive capital stocks of several asset types in chain volume terms — productive capital stocks are not strictly additive and the addition will also be less accurate the further away from the base year (2001-02). b Marginal cost benefit to the ‘private’ sector. Not directly comparable with rate of return as calculated in this paper. c Evaluated at 1987. d This is not directly comparable with the output-side elasticity — the primal (output) elasticity will be the negative of the cost elasticity provided the assumption of constant returns to scale holds. This was not reported by Nadiri and Nandi. 
Source: Authors’ estimates; Nadiri and Nandi (2001). 

For the effect of digitisation there are also few direct comparisons available. However, the generally positive estimates for the interaction between digitisation and IT capital found in this paper accord with the results of Barker et al. (2006) — that digitisation of telecommunications infrastructure improved the productivity impact of increases in the penetration of personal computers.

Assuming communication infrastructure plays broadly the same role in influencing productivity as in the United States, it might be expected that estimated returns in Australia would be somewhat higher if Australia lags the United States in the completion of major networks or the significant upgrading of those networks.
E.10
Summary of findings for the market sector
The key findings for the market sector are as follows.
· The coefficient on private IT capital services was negative in all models in which it survived a test down procedure.
· There is robust evidence of a positive effect of IT capital services on productivity only when the effect of IT is conditioned by the digitisation of the communication network.

· There is evidence of a positive excess effect of communications infrastructure.
· Acceptable specifications of MFP models show a positive effect of communication infrastructure in addition to any effect related to the variable ‘ITdigi’. However, MFP is also explained well by models that do not include communication infrastructure. 
· In addition, differenced regressions do not support an effect different from zero. 
· There is conflicting evidence of the effect of road infrastructure. 

· There is some evidence of a positive coefficient in the range of 0.3 to 0.43 from MFP regressions. Even though the estimates are statistically significant at greater than 5 per cent, the standard errors result in a very broad range of possible effects. The indicative gross rates of return implied by these elasticities are 12 to 352 per cent.
· These very large effects are not corroborated by differenced models or labour productivity regressions.
· Despite the estimation and testing procedures employed, there is enough contradictory evidence that there remains concerns that such large positive coefficients may in fact be spurious. Economic priors certainly suggest that they are nonsensical. It is possible that further investigations will be undertaken to examine whether a large part of the problem is that the road capital services measure does not take account of changes in capacity utilisation and/or congestion.
· Education and effective rates of assistance are of the expected sign, are usually significantly different to zero, and are robust to different specifications. Foreign R&D is economically and statistically significant in some preferred specifications. Controlling for these effects increases the confidence that can be attached to the key findings. 
· Sensitivity testing showed that the results are quite sensitive to the definition of infrastructure.

· Alternative definitions of communication infrastructure generally produced larger effects than that in the preferred model. While significant in one of the preferred MFP models, the effect of digitisation on IT became insignificant when alternative definitions of communication infrastructure were used. However, the effect in the preferred labour productivity model was significant under all definitions of communication infrastructure.
· Widening the scope of public infrastructure to general government infrastructure also produced larger effects than for roads.

The findings should be considered within the context and constraints of the available data and methods adopted. These include the following factors in particular. 

· The adoption of a production function framework.
· The two-step MFP approach depends on the reliability of the assumptions underlying the construction of MFP. However, at the level of the market sector, the CRS assumption is usually not rejected.
· Co-integration analysis techniques based on Pesaran and Shin (1999).
· Linear estimation techniques.

· The adopted proxies for the business cycle and unobserved changes in capacity utilisation. 
� Negative coefficients on IT capital services are consistent under varying specifications at the level of the market sector and are reasonably well estimated. If the elasticity was varying significantly, it might be expected that the standard errors of the estimates would be wider. Another possible explanation for the negative coefficient relates to the underlying assumptions used in the construction of the services measure, particularly in relation to quality adjustment. 


� The OECD Telecommunications database 2003 indicates that the share of standard lines directly connected to digital exchanges reached 100 per cent in 1997.


� A counter-argument has been put that there is a loss of information about the long-run relationship when data is differenced (see, for example, Fernald 1999). 


� The critical values used in the paper were the asymptotic values report by Pesaran, et al. (1996, 2001). Finite sample critical values were not calculated for this study. Narayan and Smyth (2004) calculated exact small sample critical values for their dataset of 40 observations. The result was that the lower and upper bound values increased (raising the upper bound from, say, 3.8 to 4.0). This would not be material to the results of this paper. 


� The existence of fuel taxes and various types of road charges (for example, registration fees) gives rise to the question as to how ‘free’ roads would be as an input in any case, even if roads were not included in the market sector capital stock.


� These elasticities will differ to the extent that the assumptions used in the construction of MFP estimates (constant returns to scale and factors paid according to their marginal products) do not hold.


� These results are only indicative because the mean intensity of communication infrastructure is based on an aggregation across productive capital stocks of different asset types in chain volume terms. Aggregation across asset types will be inaccurate to the extent that the assets have different rental prices. The use of chain volume measures also mean that aggregation will be less accurate the further away it is from the base year (2001-02).


� It is possible to derive the primal (output-side) measure from the cost function but these measures will still only be comparable if the assumption of constant returns to scale holds. 


� The Otto and Voss measure includes non-market sector general government infrastructure.


� The Paul measure also includes non-market sector general government infrastructure.


� Communication network infrastructure rather than information and (tele)communications technology capital in general. 
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