	
	


	
	



4
Framework for quantitative analysis
This chapter details the empirical methodology used — the empirical specifications adopted (section 4.1) and the estimation issues and strategies used (section 4.2).
4.1
Framework specification
The effects of infrastructure are modelled within the production function framework at both the level of the market sector and for individual industries.

Market sector models 

The first step is to specify a production function that identifies public infrastructure, communications infrastructure separately from other capital
[image: image1.wmf]()(,,,)

ttttt

YAtFLGCK

=


(4.1)
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 is a measure of multifactor productivity (where [image: image4.wmf]t

 is time), [image: image5.wmf]G

 is public infrastructure, [image: image6.wmf]C

 is communication infrastructure, [image: image7.wmf]K

 is other capital, and [image: image8.wmf]L

 is labour inputs measured as hours worked.

Assuming a Cobb-Douglas form, equation (4.1) can be rewritten as
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(4.2)

where lower case variables represent logarithms of the corresponding upper case variables. The [image: image10.wmf]b

s are the output elasticities with respect to the input variables.

Most empirical specifications for this paper are based on a two step approach, where multifactor productivity (MFP) is first calculated independently in a growth accounting framework. The standard approach, as adopted by the ABS, is to assume competitive markets in which factors are rewarded according to their marginal products — so that the output elasticities can be represented by factor shares in total factor income — and constant returns to scale — so that factor shares sum to unity. 
Then 
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Substituting (4.3) into (4.2) gives
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The second step is to regress the MFP index on a set of explanatory variables. This approach conserves degrees of freedom relative to estimating equation (4.2), and it may also reduce estimation problems arising from collinearity between inputs. 

This exercise can be characterised as an attempt to explain the variation in the ABS estimates of MFP or, more specifically, as an attempt to test the influence of various infrastructure variables on ABS estimates of MFP, taking account of a number of other possible influences.

There are a number of factors that may explain part of productivity ([image: image13.wmf]a

), which are not reflected under the assumptions made in the calculation of the ABS MFP estimates — infrastructure spillovers; other factors affecting productivity; violation of constant returns to scale (CRS); and capacity utilisation shocks. 

There may be external effects or spillovers from public and communications infrastructure and this is allowed for by re-entering these variables as explanators of productivity. 
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(4.4b)

Also, other factors affecting productivity are generally included to reduce misspecification and omitted variable bias (see, for example, the discussion of this in Connolly and Fox 2006). Equation (4.4b) can be augmented to become
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where [image: image16.wmf]it

x

is a vector of other factors affecting measured productivity.
It is also possible to allow for an error in the CRS assumption. As indicated earlier, the official MFP index produced by the ABS for the market sector incorporates public and communication infrastructure in the capital services measure used to construct MFP in a way that assumes CRS. To the extent that this assumption is violated [image: image17.wmf]g

 and [image: image18.wmf]a

 will capture infrastructure-related scale effects in addition to spillovers. Although the CRS assumption is unlikely to be statistically rejected at the level of the market sector (see appendix H), this assumption has been tested in this paper. The estimating equation becomes 
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(4.4d)

where [image: image20.wmf]t

s

 represents a scale control variable. (The coefficient of which will be negative/positive if the true scale technology is decreasing/increasing returns — see appendix H for further details). 
The construction of the capital service indexes and labour input index also does not recognise business cycle or shock effects on the capacity utilisation of the inputs. (The pro-cyclical characteristic of MFP and controlling for the effects of the business cycle are discussed in appendix H). Adding a cycle term and a stochastic error term results in the estimating equation
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(4.4e)

where [image: image22.wmf]t

m

 is the control for the business cycle and [image: image23.wmf]t

m

 is the error term. 

If hypothesis testing of the estimated parameters [image: image24.wmf]g

 and [image: image25.wmf]a

 cannot reject a zero coefficient with a reasonable degree of confidence, then this indicates that the excess effects of infrastructure are zero. The excess effect is a net effect. It may capture a number of the different possible effects of infrastructure, some of which may be offsetting. If the coefficients are positive and statistically significant, then there is evidence of positive net excess effects.
At the level of the market sector, the determinants of labour productivity are also investigated. The capital-to-labour ratio is added to the regressions, most variables are expressed in terms of per hours worked and no scale restrictions are imposed 
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(4.5)

where [image: image27.wmf]lp

 is gross value added per hour worked, and, in this case, [image: image28.wmf]k

 represents the capital-to-labour ratio. The scope of infrastructure and capital included in the capital-to-labour ratio has an influence on interpretation of the public and communication infrastructure estimated coefficients. If infrastructure is included in [image: image29.wmf]k

, then the coefficients are interpreted as excess effects; otherwise, the coefficients are interpreted as representing both the direct and excess effects. Both strategies to estimating the effects of infrastructure on labour productivity are employed.
It may also be thought that the effect of a particular form of infrastructure or other capital varies over time conditional on some other factor or characteristic of the economy. Two such examples, for which limited testing has been undertaken, are: 

· the effect of road infrastructure may have varied with congestion to the extent that congestion is not reflected in the constructed road infrastructure services measures; and 

· the effect of communication infrastructure and/or IT capital may have varied over time in relationship to the digitisation of the telecommunication network. 
Summary of the types of effects captured 

At the level of the market sector, estimated parameters from the MFP regressions in this study capture only the excess effect including technological, system or network spillovers, and do not capture the direct free input effect (table 4.1). 

Table 4.1
Effects that are captured in market sector regressions

	
	Effect measured/Interpretation

	Infrastructure variable
	Free input
	Production spillovers
	

	MFP regressions 
	
	
	

	Public economic infrastructurea
	na
	(
	

	Communications infrastructureb,c
	na
	(
	

	Labour productivity regressions 
	
	
	

	Public economic infrastructured
	(
	(
	

	Communications infrastructured
	(
	(
	


na not applicable because already included in usual capital used in estimation of MFP. a Infrastructure owned by public corporations could also have spillovers but no data are available to separately identify the capital of public corporations. b Some communications infrastructure is owned by public corporations and the communications infrastructure variable will include that infrastructure. c No overlap with general government because there is no general government component of Communications services industry. d Both the free input effect and other effects are captured in estimated parameters if the capital-to-labour ratio is adjusted to exclude infrastructure.

Estimated parameters from labour productivity regressions can also capture the free input effect depending on whether the capital-to-labour ratio has been adjusted to exclude infrastructure. 

Industry models 

The infrastructure effects captured in industry regressions differ for some industries, and in comparison with the market sector. Differences result because of the way infrastructure measures are or are not included in the construction of MFP. 
The effects of infrastructure at the industry level are investigated using very similar empirical specifications to those above. A number of minor adjustments are required resulting from the extent to which infrastructure capital is included in the ‘usual’ capital of the industry
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where [image: image31.wmf]e

 now only captures errors in the CRS assumption across non-infrastructure capital [image: image32.wmf]k

 and labour [image: image33.wmf]l

. The estimated parameter [image: image34.wmf])
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 captures both the ‘free’ input effect of any public economic infrastructure not allocated by the ABS to the capital stock of that industry and excess effects of all public economic infrastructure.
 The estimated parameter [image: image35.wmf]a

 captures only the excess effects of communication infrastructure. MFP is based on a gross value added (GVA) concept, where GVA is gross output less intermediate inputs consumed in production and payments for communication infrastructure services will be recorded as intermediate inputs.
 There is no ‘free’ input effect of communications infrastructure.

A complication in interpreting results for public infrastructure is the degree to which it is a ‘free’ input for any industry. For some public infrastructure (such as roads) there may also be charges. However, these charges may not fully reflect the input cost. Road charges tend to be indirect in the form of, for example, registration fees and fuel taxes. These charges vary approximately with distance travelled and vehicle mass but not location.
 Overall, there may not be a strong nexus between an industry’s road usage and payments for road usage, so that economically significant free input effects may exist for some industries. For example, PC (2006b) states that the current heavy vehicle arrangements generate pervasive cross-subsidies as a result of averaging across the network and across truck classes. It also finds some evidence of cross-subsidies between road users over time. 
Summary of effects captured in industry regressions 

Table 4.2 summarises the effects that are captured and tested by the inclusion of each type of infrastructure variable in the industry regressions. 

Table 4.2
Effects that are captured in an industry MFP regression

	
	Effect measured/Interpretation

	Infrastructure variable
	Free input
	Production spilloversa
	

	Public economic infrastructure
	(
(from part not allocated to this industry)
	(
(from all public economic infrastructure)
	

	Communications infrastructure
	na
	(
	


na not applicable because already taken account of as an intermediate input in the estimation of MFP (or, in the case of Communication services, included in usual capital used in estimation of MFP). a Technological or system/network spillovers. 

4.2
Estimation issues and strategy 
While the empirical specifications are relatively straightforward there is a number of estimation challenges. These issues and the approach to dealing with them are outlined below — the details of the estimation strategy are provided in appendix J. 

Selection of estimation technique 
Several issues militated against using simple ordinary least squares (OLS) estimation techniques — particularly the non-stationarity of the data, lack of reliable unit root tests, and the expected significance of dynamics.

Non-stationary or trending economic variables is a common problem in time series econometrics. If two variables are trending over time, standard regression techniques could show a relationship even if the two variables are totally unrelated. This is the spurious regression problem.

Tests of the main market sector data series used in this study, including MFP and the infrastructure measures, generally indicated that the data were non-stationary, with most variables stationary in growth rates — integrated of order one I(1) (appendix G). However, tests did vary depending on, for example, whether breaks were included.
One of the criticisms made of other studies of the relationship between infrastructure and output is that the estimates could be the result of reverse causation — that is, they may represent changes in the stock of infrastructure in response to changes in output rather than the reverse. For example, as output grows so do tax revenues and this provides a source of financing additional infrastructure projects. 

Given these estimation issues, co-integration analysis techniques based on bounds testing and Autoregressive Distributed Lag (ARDL) models were selected for the estimations. (This was based on the Pesaran and Shin (1999) method — further details are provided in appendix J.) The ARDL models explain current MFP in terms of past values of MFP and past and present values of the infrastructure and control variables. 
This approach has a number of advantages. Co-integration analysis of this type provides confidence that the estimated effects are not purely the outcome of trending data giving the impression of a relationship between variables, when in fact there is only statistical correlation. This approach also allows testing for reverse causality. And it incorporates dynamics in a systematic way without the need for prior specification of the lag structure. Infrastructure is an area in which lagged effects are likely, but the shape of the lag structure is unknown. These advantages are diminished to some extent in the context of a small number of observations.
Estimation process

A two step approach is used to estimate the market sector and industry models. Step one tests for the existence of a long-run co-integrating relationship using the bounds and long-run forcing tests procedures described in appendix J. 

The long-run parameters are obtained in step two by estimating the following general ARDL(p,m) model
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(4.7)

where p is the maximum number of lags of the dependent variable and m is the maximum number of lags of the explanatory variables. The maximum choice of the number of lags is constrained by the number of available observations and the number of explanatory variables.
This model is estimated for every possible combination of p and m. For example, if the model contains 6 explanatory variables and 2 is the maximum lag then (2+1)6=729 regressions are computed. From these estimated models those with the best fit are chosen using, in most cases, the Schwarz Bayesian Criterion (see table E.2). This criterion takes account of how well the model explains the dependent variables given the number of explanators used.

For the selected model — that is, the model with the best fitting lag structure — the long-run coefficient for explanatory variable x1 is calculated as the sum of the coefficients on it and its lags divided by one minus the sum of the coefficients on the lagged dependent variable. 
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Dealing with limited observations
The available time series for the variables in this study is 29 observations. This is relatively limited when there are several infrastructure variables of interest and a number of other influences on productivity that should be controlled for in the regressions. Tradeoffs therefore had to be made in the choice of the initial set of explanatory variables before it was possible to implement the estimation process described above. 
Ideally, the variables included in a model would be the result of a procedure that systematically tested alternative selections, starting with the inclusion of all possible control variables and interactions between variables. However, the limited time series means that tradeoffs must be made between: the prime interest in the infrastructure variables; a desire to control for other influences on productivity; a possible need to include controls for the business cycle and a linear time trend; and a desire to specify as general a specification as possible including the incorporation of lagged effects. 

A tightly specified general-to-specific test down procedure is used to manage these tradeoffs. This means that the tests seek to control for what is believed to be other large influences on productivity based on the findings of other studies (for example, business R&D and education). Additional tests of the key variables are undertaken within specifications that contain fewer control variables but allow for a richer specification of lagged effects. 

Criteria for model acceptance

Having used these estimation techniques, the results need to be assessed to see if they are satisfactory. A number of criteria need to be met:

1. evidence that the variables form a long-run co-integrating relationship
2. evidence that the direction of causation is in line with theoretical priors
3. other potentially important sources of growth are either controlled for or tested out of the regressions
4. acceptable statistical properties of models and coefficients
5. plausible economic magnitudes and signs.
The estimation process as described above includes assessment against the first four criteria. The first two criteria were tested by the bounds tests and long-run forcing tests, respectively. (Although the first criterion was difficult to apply strictly because of the small number of observations available for the modelling.) The general-to-specific test down procedure employed managed the process of controlling for other sources of growth (criteria 3). The standard suite of statistical tests for model robustness (as described in table E.2) also formed part of the estimation process (criteria 4). 
The remaining criteria, the plausibility of the economic magnitudes of the coefficients on the variables of interest and the direction of effects, was assessed by comparing the results with other studies and theory. 
Selection of the preferred models presented in chapter 5 and appendixes E and F was on the basis of these five criteria. Where a model failed to meet all of these criteria, this was indicated and alternative models were tested. In some cases, despite extensive testing, no model that satisfied all criteria was found. 
For the market sector, the sensitivity of the preferred models was also tested using alternative infrastructure measures. This testing focused on two aspects of the measures — the scope of the infrastructure included (for example, all general government infrastructure not just roads) and the type of usage adjustment factor used (for example, a factor based on the share actual intermediate usage of communication services rather than value added). 
� In fact the analysis is a carry-over from the modelling exercise of Shanks and Zheng (2006), who investigated the effect of R&D capital on MFP.


� The ABS allocation of public infrastructure to the main industry that uses it may result in an overallocation to the capital stock of that industry — reducing its level of productivity. The extent of this is not examined in this paper.


� These effects are not separated because the public economic infrastructure allocated to different industries has not been separately identified. 


� For the industry Communication services, the communications infrastructure will obviously be part of the usual capital stock. 


� According to McInerney, Nadarajah and Perkins (2007) the amount paid by heavy vehicles varies very approximately with the distance travelled (roughly proxied by fuel taxes) and mass of heavy vehicles (roughly proxied by registration) but not with their location.
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