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Links between infrastructure and growth
Infrastructure delivers joint products — input services to producers and final services to household consumers. However the way in which infrastructure affects producers is the focus of this paper. Producers rely on supporting infrastructure, such as transport, communications and power systems, to produce and distribute their goods and services. The services provided by this infrastructure enter directly and indirectly into the production process and therefore affect the productivity of producers. 

This chapter examines the scope of infrastructure and the mechanisms by which infrastructure affects productivity. It also provides a brief overview of the empirical literature in this area.

2.1
What is infrastructure?

While the term infrastructure is commonly used, there is no universally accepted definition. The Macmillan Dictionary of Modern Economics defines it as: 

Those structural elements of an economy which facilitate the flow of goods and services between buyers and sellers. Examples of these structural elements are communications and transport (roads, railways, harbours, airports, telephones, etc), housing, sewerage, power systems etc. These facilities are usually, though not necessarily, provided by public authorities and may be regarded as a prerequisite for economic growth in an economy. (Pearce 1992, p. 206) 

The Essential Dictionary of Economics provides a broader definition:

Range of social capital assets or social overhead capital that make up the basic structural elements of an economy. Infrastructure includes assets such as sewerage, power system, dams, roads, ports, and communication facilities, as well as things such as health and education spending and the systems of regulation and supervision that allow any economy to operate. Infrastructure is necessary for development and growth to occur. It is often provided by governments but doesn’t have to be, and many areas of infrastructure are currently being privatised. (Stanton and Launder 1998, p. 58)

Infrastructure is divided into a variety of sub-groups, depending on the issue of interest. One common division is between economic infrastructure and social infrastructure — economic infrastructure includes structures such as roads, railways, port facilities, power facilities and telecommunications networks, while social infrastructure includes facilities such as educational institutions, hospitals, justice facilities and community facilities. An alternative division common in the empirical literature is based on ownership — public infrastructure and private infrastructure — and particular infrastructure assets have moved between these groups over time with the privatisation of some government-owned infrastructure.
 

The characteristics of infrastructure that have led to it being publicly-owned or, if in private ownership, subject to regulation, are that it may be a natural monopoly (or in less extreme cases, have a small numbers of viable producers) and it may have public good characteristics to some degree (see Otto and Voss 1995a for a detailed discussion).
· In the case of natural monopoly one firm can produce the required output at a lower cost than two or more firms. This arises from the ‘lumpiness’ of investment and economies of scale and is common in infrastructure industries where capital costs are large relative to variable costs. 
· A public good is non-excludable (the producer is unable to prevent anyone from consuming it) and non-rival (one person’s consumption does not reduce its availability to anyone else). While most infrastructure is not a pure public good, some infrastructure is a public good to some degree — for example, an uncongested urban road where the cost of toll collection is prohibitively expensive.
Economic infrastructure is often used to refer to a subset of infrastructure considered to be the element that is likely to contribute most directly to current growth and productivity.
 And it is this type of infrastructure that is the primary focus of this paper. Reference is made to the ownership of economic infrastructure where relevant to the effect on productivity being discussed. 
2.2
How infrastructure affects productivity

The provision of infrastructure services is a large part of economic activity. The efficiency of the provision of these infrastructure services therefore directly influences the overall productivity of the economy.
 (See PC 2005, 2006a for a discussion of the efficiency of infrastructure provision.) And as noted above, economies of scale are often associated with infrastructure services and this means that changes in capacity utilisation also affect productivity. For example, additional road use can involve few additional resources (up to the point where congestion sets in) thereby increasing the productivity of provision. However, it is the effects of the use of infrastructure services on the productivity of the using industries/sector that are the main focus of this paper. 

Leaving the above issues aside, the theoretical and empirical literature on the link between infrastructure, output and productivity suggests that infrastructure can have three main effects.

1. Public infrastructure that is not subject to user charges is an unaccounted for direct input into production and therefore provides a benefit that directly affects private-sector output and productivity, if it is not counted as an input. This is often referred to as the ‘free input effect’.
2. Public or private infrastructure can facilitate product or process innovations and therefore lead to benefits that indirectly affect private-sector output and productivity — it can, for example, be an enabler for innovation, allowing firms to do what they do now in a better way or to do new things.

3. Public or private infrastructure can also affect the productivity of other inputs — it can be a complement to or substitute for these other inputs and affect their productivity. This is often referred to as the ‘factor bias effect’.

The first two effects are positive spillovers to private production. Positive spillovers occur whenever a producer obtains a good or service that is in excess of any charge for the good or service. The first effect is a spillover because there is no charge for use of the infrastructure services, leaving the full gain to users. The second effect is a spillover because, even if there were a charge, a market-determined charge would not be able to capture all the benefits that users generate.
 
Freely-provided public infrastructure gives rise to the direct ‘free’ input effect and can also indirectly give rise to other production spillovers. Dowrick (1994, p. 16) states that by definition the benefits gained by private producers from the stock of public capital are spillovers to the extent that the services of the public capital are not marketed. If charges are levied for the use public infrastructure, the ‘free’ input effect can still arise to the extent that services are subsidised by government funding. However, unless the user charge also fully captures the value of any indirect benefits from product or process innovations enabled by the infrastructure, there will still be some production spillover effect from the use of the infrastructure.
 
In the case of privately-owned infrastructure services that are marketed, there is no direct effect from a free input into production. If charges are determined in competitive markets they will reflect the balance between supply costs and the value that users place on the service (at the margin). 

But there may be other production spillovers from the use of infrastructure through enabled innovations. They are spillovers because the provider of these services cannot capture these benefits through market prices. 
While both these spillover effects arise from a difference between the value of and any charge for the use of the infrastructure services, in this paper the first effect will be referred to as the free input effect (in line with the public infrastructure literature) and the second effect will be referred to as production spillovers. Examples of these two types of spillover are provided below. 
The three mechanisms by which infrastructure affects productivity are not explicitly examined in much of the literature. Romp and de Haan (2005, p. 44) note that: 

This issue [of how public capital affects economic growth] has received only scant attention in the literature on the relationship between public capital spending and economic growth. As Holtz-Eakin and Lovely (1996, p. 106) note, “A somewhat surprising feature of this literature is the noticeable absence of formal economic models of the productivity effects of infrastructure.”
Individual analyses tend not to examine the three effects separately, either theoretically or empirically. The first and third effects are commonly examined in the public infrastructure literature (see, for example, Aschauer 1989b, Lynde and Richmond 1992, Nadiri and Mamuneas 1994, Conrad and Seitz 1994, and Pereira 2001). This literature started as an investigation into what became known as the ‘public capital hypothesis’ — that investment in public capital had both a direct and indirect effect on national output. The direct (or productivity) effect arises from the provision of unpriced direct inputs to the production process. The indirect (or factor-bias) effect is asserted to arise from public capital making private capital more productive (because the two kinds of capital are complements in the production process).
 

The empirical literature on public infrastructure often characterises the ‘free’ input effect as a spillover but generally does not distinguish it from any production spillovers. However, these production spillovers are the focus of a small number of studies of privately-owned communications infrastructure, where there is no ‘free’ input effect (see, for example, Nadiri and Nandi 2001, 2003). 

The focus of this paper is on spillovers effects — the following sections examine the two types of spillover effects in more detail. 

Infrastructure as a free input

Infrastructure services are a direct input into the firm’s production. The direct effect on production and costs of a private firm will depend on whether the infrastructure is publicly or privately provided and whether there are user charges.

Public infrastructure, which is not subject to user charges, is an unaccounted for or ‘free’ direct input into production and therefore directly affects private-sector productivity. Nadiri and Mamuneas (1996, p. 67) describe the direct effect of public infrastructure on private sector productivity as follows. 

The direct effect arises from the assumption that the marginal product of public capital is positive, i.e., an increase in public capital services decreases private sector production costs. This in turn leads to an increase in private sector output. 

For example, if a new public highway provides a more direct route to market, allowing deliveries in less time, driver costs will be lower and there will be less wear and tear on the truck. This will lower the total unit cost of production, thereby increasing productivity.
Where charges are levied for the use of the infrastructure, the ‘free’ input effect is eliminated or, if the infrastructure services are subsidised by government funding, reduced. For example, prior to privatisation/corporatisation of the electricity and gas industries, cross-subsidies between different classes of users meant that there was a partially-free input effect for some users. 

Infrastructure as a source of production spillovers
Infrastructure can also give rise to production spillovers in non-infrastructure industries, in addition to their role as a direct input into production. These production spillovers have been characterised as facilitating innovations (in products and processes) in other sectors. 

· Gillen (2001, pp. 41–2) suggests an ‘enabling’ role — both for doing new things and for doing the same thing better.

Some analysts say that public infrastructure has a facilitating role. It allows existing firms not only to do better what they do now but also to do new things. … This thesis is that transportation serves as an enabler for growth and productivity by creating opportunities to do things better by improvement or wholesale change; just as important is the opportunity to do different things.

· Garrison and Souleyrette (1996, p. 8) suggest that transport and communications function as connecting technologies that enable interactions of other sectors and improvements in these connections may ‘energise’ innovations in other sectors. 

Communications infrastructure is also said to have an additional specific type of spillover — network externalities. Roller and Waverman (2001, p. 911) note that: 

Clearly, telecommunications infrastructure is intrinsically different from other types of infrastructure: information highways are different from transportation highways. One seemingly important characteristic of telecommunications technologies, which is not present in other types of infrastructure, is network externalities: the more users, the more value is derived by those users.

The exact nature of the spillovers varies by type of infrastructure — for example, they can affect transactions and coordination costs, geographic rationalisation and the dissemination of knowledge and information. And the effect of the spillover may also differ depending on the industry using the infrastructure — for example, spillover benefits from communications infrastructure may increase with the information intensity of an industry (Roller and Waverman 2001). 
Examples of spillovers, by type of infrastructure, are provided below. 
Transport infrastructure 

Examples of the spillovers from transport infrastructure include the following. 

· Improved transport infrastructure may provide innovation opportunities, such as new products. This can be by allowing access to larger markets or making new resources available (Garrison and Souleyrette 1996). 

· The market area of a firm is enlarged when transport costs decrease as a result of better transport infrastructure. This can also result in the benefits of increased competition, increased specialisation and economies of scale. (Garrison and Souleyrette 1996; Prud’homme 2002)

· Better transport infrastructure may improve access to inputs. For example, better transport networks may expand labour market catchments. A larger effective size of labour market increases the probability of both workers and firms finding what they want and therefore decreases qualification mismatch. (Aschauer 1992; Prud’homme 2002) 

· Improvements in transport (jointly with improvements in telecommunications) have been linked to beneficial changes in industry relocation and concentration and just–in–time (JIT) processes (see for example, Prud’homme 2002).

· Better transportation networks allow a decrease in the number of distribution depots and production sites. (Aschauer 1992)
· By decreasing the costs of relocation and increasing factor mobility, improved transport infrastructure may facilitate industrial agglomeration with its benefits of geographical proximity to other firms. These benefits include improved operational efficiency from information spillovers and access to common input pools. (Berechman 2002)
· JIT production methods depend on reliable and timely delivery, which needs an efficient transport network (Aschauer 1992; Gillen 2001). For example, a new freight terminal may enable intermodality between truck and rail, which improves JIT production and decreases inventory costs to producers (Berechman 2002). A number of case studies have linked transportation and economic productivity through enabling manufacturers to adopt JIT production. (Aschauer 1992 lists a number of examples) 
· Better transport infrastructure may allow other organisational changes.
· Improved transportation networks give staff more flexibility in their work arrangements, which may lead to increased labour productivity and hence lower costs. (Otto and Voss 1997, p. 147, as cited in BTE 1999) 
Communications infrastructure 

Antonelli (1993) suggests that improved telecommunications infrastructure is the basis for a range of innovations. 

The availability of an advanced telecommunications infrastructure is essential to provide universal, reliable, high–quality and low–cost advanced information and communications services upon which a full array of technological and organizational innovations such as flexible manufacturing systems, just–in–time management systems, distributed data networks, advanced services and intra and intercorporate information flows are based. … High levels of investment in advanced telecommunications are thus likely to spread major pecuniary and technical externalities to downstream sectors — users of telecommunications services — and to potential adopters of those technological and organizational innovations based upon advanced telecommunications services. (p. 389)

Specific examples of the spillovers from communications infrastructure include the following. 

· Improvements in telecommunications infrastructure may facilitate product innovation. 

· Advances in telecommunications infrastructure, particularly through digital technology, have facilitated new communications services, such as computer-communication services. (Globerman 2001; Cronin et al. 1993) 
· Better communications systems can increase the diffusion of technology.

· Canning (1999, p. 1) states that “… communication systems may increase the rate of diffusion of technology, as a pure externality, raising output but without necessarily raising the demand for infrastructure use”. Nadiri and Nandi (2003, p. 6) and Madden and Savage (1998) also refer to communications capital increasing productivity by increasing the diffusion of knowledge and technology. 
· Nadiri and Nandi (2001, p. 92) also highlight network effects. “Investment in the communications infrastructure also facilitates economic growth by increasing the size and efficiency of the network, which in turn enhances the transfer of information and knowledge to all participants, thereby increasing the quality and number of economic activities.” 

· Improved communication systems may allow access to new customers (together with improved transport systems that allow delivery to those customers in a timely and efficient manner).

· For example, Batina (2001, p. 114) notes “… the so-called ‘e-commerce’ by ‘e-tailers’, who make sales via the Internet, requires an infrastructure capable of handling a large volume of deliveries”. 
· Madden and Coble-Neal (2002, p. 352) suggest the impact on traditional markets of the emergence of WWW and e-commerce is expansion of the geographic scope of markets, a decrease in their concentration and prices better matching costs. 
· Better information flows, facilitated by improved communications infrastructure, allow the integration of domestic and international markets and increased competition and market efficiency (Madden and Savage 2000, p. 895).

· Better communications infrastructure can lower transactions costs associated with buying inputs.

· Better communication systems (including larger networks) can lower the costs to telecommunications-using sectors of ordering, gathering information and searching for goods and services (see, for example, Leff 1984, Nadiri and Nandi 2003, Madden and Savage 1998, and Globerman 2001). 

· Madden and Coble-Neal (2002) also suggest that non-search transactions costs can be decreased by e-commerce (for example, the widespread adoption of standardised electronic contracts can lower the average cost of contracting, especially for business to business transactions).
 

· Improved communications infrastructure can provide the basis for a range of other organisational changes.

· Improvements in telecommunications have combined with those in transport to enable beneficial changes in industry relocation and concentration and JIT processes (Prud’homme 2002). Better communication with customers (for example, through e-commerce) may also have a role in facilitating centralisation of distribution sites.

· Improved information flows and decision-making may be facilitated by better communications systems. 

· Better communications systems allow better diffusion of information within a firm and consequently better and more timely decision making. According to Nadiri and Nandi (2001), modernisation of the communications network has increased the efficiency of managers’ communications, helped the coordination of independent units and increased the transfer of information and knowledge. 

· Madden and Savage (2000, p. 895) suggest that “The ability of managers to communicate efficiently over large distances reduces X-inefficiency and expands the stock of entrepreneurial talent”.

2.3
Empirical literature

The empirical literature on the effects of infrastructure on output and productivity growth has a number of streams — the approach taken depends on the particular issues of interest. Initially the literature was dominated by the examination of public infrastructure as a ‘free’ input. More recently this has been extended to include production spillovers from private infrastructure (particularly communications infrastructure). 

These bodies of literature are examined in turn, followed by a discussion of the extent to which these empirical approaches measure the three types of effects discussed in the previous section.

Public infrastructure 

A stream of empirical literature on the effects of public infrastructure on productivity growth commenced in the 1990s. It was stimulated by the work of Aschauer (1989a), which attempted to explain the slowdown in US productivity growth during the 1970s in terms of the decline in public infrastructure investment. 

Aschauer used a Cobb-Douglas production function, including public capital as well as private capital, with aggregate time series data (see box 2.1 for details). He estimated the elasticity of total factor productivity (TFP) with respect to public infrastructure for the aggregate US economy to be between 0.2 and 0.4. The rate of return to public infrastructure implied by this was considered to be implausibly large by many researchers (see, for example, Munnell 1992; Gramlich 1994). 

Do not delete this return as it gives space between the box and what precedes it.
	Box 2.1
Seminal empirical studies

	The study commonly referred to as starting the stream of empirical research into the effects of public infrastructure on productivity is Aschauer (1989a). Aschauer was prompted to investigate this issue by the slowdown in US productivity growth in the 1970s. 

Aschauer’s analysis centres on aggregate production technology in which it is assumed that public infrastructure capital is one of the direct inputs to production: 
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where Y is real aggregate output of the private sector, A is a measure of total factor productivity, K is the aggregate private non-residential capital stock, L is aggregate employment of labour services and G is the stock of public infrastructure capital (it is assumed that the flow of services is assumed to be proportional to the stock and there are no user fees). 
He assumed a generalised Cobb-Douglas form for the production technology yielding (in logs):
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where the coefficients are the output elasticities with respect to the input variables.

The associated equation for the level of private sector productivity depends on the assumptions regarding returns to scale. Aschauer suggests there are opposing arguments on the issue of scale.  

The argument for possible economies of scale resting behind the public provision of a significant share of the inputs to private production suggests that a reasonable specification of the private technology would involve assuming that f( ) exhibits constant returns to scale over the private inputs … but increasing returns over all inputs, inclusive of government services … On the other hand, it may be argued that congestion effects are severe enough so as to render the assumption of increasing returns inappropriate, at least in the relevant range. (pp. 180–1)

He derives expressions for both cases. For restricted increasing returns to scale, RIRS, (increasing over all inputs but constant over private inputs), the expression for private sector productivity (in logs) is

[image: image3.wmf]lk

pyslskag

g

=--=+

 
(2.3)

where si is input i’s share of total output and assuming private inputs are paid their marginal factor productivity.

For constant returns to scale, CRS, (constant across all inputs), the expression for private sector productivity (in logs) becomes
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 and assuming private factor shares are proportionally related to their respective true marginal productivities.

	(continued on next page)


	Box 2.1
(continued)

	Aschauer estimated a number of equations, allowing for different scale assumptions, with the most general equation being: 
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where t is a time trend, cu is a business cycle variable and e is the error term. Rejection of the restriction [image: image7.wmf]3
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 is evidence against the constant returns to scale specification. 
Aschauer examined the United States over the period 1949 to 1985. He could not reject the restriction of CRS and found that the elasticity of total factor productivity with respect to total net non-military public capital was between 0.34 and 0.39, depending on specification. He also disaggregated public infrastructure into different components which produced varying elasticities — core infrastructure (roads, mass transit facilities, airports, electricity, gas and water facilities) 0.24, other buildings (including police and fire stations, courthouses and office buildings) 0.04, hospitals 0.06, conservation and development 0.02 and educational buildings -0.01. (He noted that from the perspective of the production technology with CRS the coefficients on the separate components should not depart significantly from the coefficient for the aggregate stock and this was the case.) However, the estimated elasticity was significant only for core infrastructure. 

The Aschauer approach was first applied to Australian data by Otto and Voss, with similar results. Otto and Voss (1994a) examined Australia over the period 1966-67 to 1989-90 using a broad definition of infrastructure — gross general government capital stock (non-dwelling construction and equipment). For the total private sector their estimates were 0.45 (RIRS) and 0.38 (CRS) and they favoured the RIRS specification. Their sectoral estimates ranged from -0.24 to 2.04 (RIRS) and -0.26 to 1.55 (CRS) but were considered by the authors to be generally poor.

	Sources: Aschauer (1989a); Otto and Voss (1994a).

	

	


A number of similar studies followed, for example Munnell (1990b) (see appendix A for details). These tended to produce similar elasticity estimates at the aggregate level but estimates at the state or region level were smaller — in the range 0.04 to 0.20 (Paul 2003). The large variation in estimates led to criticisms of the Aschauer approach, including the appropriateness of the restrictive approach based on a Cobb-Douglas production function and the possibilities of spurious correlation, reverse causation
, and the effects of omitted variables (with most studies not including ‘control’ variables).
 

There were two main responses to these criticisms in subsequent empirical work. One response was to introduce more flexible function forms into the production function approach. An alternative response was to use a cost function approach, which was based on flexible cost functions.
 Many studies, from both approaches, continued to find a positive relationship but of a smaller magnitude than the Aschauer study. However, some studies found no significant relationship.
These two competing approaches have persisted. Each approach is briefly outlined below (further details are provided in appendix A).

Production function approach

The production function approach assumes that public infrastructure capital is one of the direct inputs to production and regresses time series data of output (or productivity) on the usual input variables plus the stock of public infrastructure. 

The adjusted production function is 
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where Y is private output, [image: image10.wmf]A

 is TFP (purged of the influence of public infrastructure), K is private capital stock, L is labour input and G is the stock of public infrastructure capital.

In its simplest functional form
, this is estimated (in logs) as 
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where the coefficients are the output elasticities with respect to the input variables.

Some studies go on to derive the associated equation for the level of private sector productivity. In its simplest form
 it is 

p ≡ a + γ g
(2.8)

where γ is the productivity elasticity with respect to public infrastructure.

In equations (2.7) and (2.8), other control variables, such as the business cycle and R&D capital, may also be included. However, most empirical studies focused on public infrastructure go no further than including a cycle variable. 

In general, the empirical evidence using the production function approach suggests that infrastructure contributes significantly to growth in output and productivity. However, there is no consensus about the magnitude of the effect of public infrastructure on productivity. Indeed, Eberts (1999, p. 7) notes that “The conclusion most supported by the literature is that there is no definitive estimate of the effect of infrastructure in general and transport infrastructure more specifically on output.” There is considerable variation in estimates of the magnitude of this contribution, in part because of differences in methodology and data.
 

The results of Australian studies are presented in table 2.1. The estimates of the elasticity of aggregate output or productivity with respect to public infrastructure range from 0.01 to 0.45. The industry elasticity results range from -0.75 to 2.04. A selection of studies of other countries are presented in appendix A, with estimates ranging from below 0 to more than 1.

Table 2.1
Results of main production function studies including public infrastructure, Australia

	
Author
	Specification/
method
	Infrastructure variable/
dependent variable
	
Period
	
Elasticity

	Australian single-country studies
	
	

	Otto and Voss 
(1992, 1994a)
	Cobb-Douglas
	general govt capital stocka;
private sector productivityd
	1966-67
to
1989-90
	Agg: 0.38 to 0.45 
Ind: -0.14 to 1.55 (CRS); 
-0.24 to 2.04 (RIRS)f 

	Otto and Voss 
(1993)
	Cobb-Douglas
	investment in road infrastructure;
private sector TFPd
	1966-67
to
1991-92
	Agg: 0.27 

	IC (1995)
	Cobb-Douglas
(incl. range of control variables)
	general govt capital stock; 
MFP
	1976-77 
to 
1990-91
	Ind: 0.16 to 0.28

	Otto and Voss 
(1996)
	Cobb-Douglas
(co-integration analysis)
	general govt plus public enterprises capital stock; 
private outputg 
	1959:3 
to 
1992:2
	0.17 long run (CRS)

	Otto and Voss 
(1998)
	Cobb-Douglas 
and constant elasticity of substitution (CES)
(co-integration; instr. variables)
	see Otto and Voss (1994); 
private outputg
	1959:3 
to 
1992:2
	0.06–0.07c

	Chand et al. (1998)
	Neoclassical growth model
	general govt capital stock;
growth in MFP
	1968-69 
to 
1994-95 
	Food, beverage & tobacco -0.75 and 
Textiles, clothing & footwear 0.84; 
Manufacturing panel 
-0.26 (insignif.)

	Kam 
(2001)
	Error Correction Method (ECM) model (stochastic 
growth model)
	general govt and public enterprises;
Labour productivity
	1931 
to 
1991
	0.10 long run (output) 

	Song 
(2002)
	CES
	general govt capital stock 
plus a congestion term;
private output
	1976:1 
to 
2001:2
	0.27 to 0.38e

	Connolly and Fox (2006)
	Cobb-Douglas (incl. range of control variables)
	general govt capital stock; 
MFP
	1966 
to
2002
	Manufacturing 0.15 (CRS)
Wholesale & retail trade 0.71 (CRS)
Not signif. for Ag. & Mining

	Shanks and Zheng (2006)
	Cobb-Douglas (incl. range of control variables)
	Capital services index for general govt infra. assets;
MFP
	1974-75 
to 
2002-03
	Mkt sector: 0.23
Ind: 0.5 to 1.07


(continued on next page)

Table 2.1
(continued)

	
Author
	Specification/
method
	Infrastructure variable/
dependent variable
	
Period
	
Elasticity

	Multiple-country studies that include Australia
	
	


	Ford and Poret 
(1991)
	Cobb-Douglas 
(log differences)
	narrow (capital stock of govt services producers) 
or broad (narrow + EGW equipment & structures + Transport & communication structures);
TFP
	1967
to 
1987, 
11 OECD
	Australia:
narrow 0.18–0.27 (insignif.)
broad 0.22–0.37 
(insignif.)

	Pereira (2001)
	Vector autoregressive/
ECM models
	broad (as above);
private output and labour productivity
	1965 
to 
1990, 
12 OECDd
	Australia: elasticities with respect to public invest.
0.017 (LR output); 0.097 (LR labour prod. growth)

	Milbourne, Otto and Voss 
(2001)
	Cobb-Douglas (CRS) within a Mankiw, Romer and Weil structural model of economic growth 
	public investment (agg.; 
6 disagg. sectors); 
output per capita
	1960 
to 
1985,
panel, 74 countries
	Aggregate: 0.19–0.24 (output with respect to public invest.) transition model, depending on country set. Insignif. in other models.

	Kamps (2006)
	Cobb-Douglas (first differences)
	general government net capital stock (adjusted for international comparability);
output
	1960
to
2001,
22 indiv. countries and panel
	Australia: 0.270 (insignif.)
OECD panel av.: 0.223 (signif.).

	Khan and Luintel (2006)
	MFP regressions (various methods)
	stock of public physical capital;
MFP
	1980
to 
2002, panel, 16 OECD
	Australia: 0.008 (insignif.)

	Colletaz 
and Hurlin (2006)
	Cobb-Douglas
(panel smooth threshold regression)
	general government net capital stock;
capital productivity
	1965 
to 
2001,
panel, 21 OECD
	Australia: 0.136 (CRS); 0.267 (RIRS).



a Results at aggregate level for alternative measure of public capital (general government plus government trading enterprises) not reported, except to state that they did not change basic finding of positive relationship between public capital and productivity. b RIRS is restricted increasing returns to scale (constant over all inputs but increasing for public capital) was preferred specification. c Lower than 1996 because different method (that is, hypothesis of efficient capital provision acts as a restriction on parameter estimation). d Private output. Otto and Voss define this as consisting of those industries in which production is predominantly performed by private enterprises (Agriculture, Mining, Manufacturing, Wholesale and retail trade, Recreation and personal services) e Private output with respect to public capital 0.27 (ABS data) to 0.386 (TRYM data). Private output with respect to public capital output ratio 0.4–0.6. f -0.24 to 2.04 for RIRS,  -0.26 to 1.55 for CRS (elasticity with respect to public/private capital ratio) but ranking of industries not the same between RIRS and CRS specifications. g Uses a different definition of private output and different capital stock estimates to Otto and Voss (1994a). Data is separated by institutional sector as collected by ABS (that is, public and private) rather than mainly private industries being selected are the private sector.
Cost function approach

The cost function approach measures the productivity effects of public infrastructure in terms of cost savings. A cost function with a flexible functional form, in which public infrastructure is included as a fixed unpaid factor of production, is estimated. This approach is less restrictive in terms of the technology and allows input prices a role in the decision making process of the firm. 

The basic cost function is 
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where pis are the factor prices, Y is output, G is the stock of public capital and t is technology.

For empirical implementation, a flexible functional form, generally a translog function or a generalised Leontief function, is used (see, for example, Paul 2003). From this function the productivity effect (measured on the cost side) is the elasticity of cost with respect to public infrastructure [image: image13.wmf]G
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From the cost function approach, it is also possible to examine how individual input demand is affected by changes in public infrastructure. The input demand elasticity of public capital is made up of the elasticity of that input’s cost share with respect to public capital (measuring the bias in input use induced by public capital) and the productivity effect (measuring the neutral effect of public capital on input demand). 

In general, the empirical evidence using the cost function approach suggests that infrastructure is cost saving overall at the aggregate economy level but results for complementarities between public infrastructure and other inputs are mixed (although for labour a substitution relationship is often found). Surveys of the literature suggest that cost function studies, in general, find a relatively smaller contribution of infrastructure to output growth than production function estimates
 (see, for example, the survey by Gillen 2001) — although the results from cost functions still cover a large range. Also, more recent studies (both cost and production function), using more sophisticated functional forms and econometric techniques, tend to find smaller contributions from public infrastructure than earlier studies (OECD 2004). Otto and Voss (1995a, p.61) note that the estimates of very high elasticities of private output with respect to public capital (such as in Aschauer 1989a and Otto and Voss 1994a) have not proved robust to more sophisticated analysis of the time series. OECD (2004, p. 80) states that, based on literature reviews, estimated results are largely dependent on econometric formulation.
The cost function approach appears to have been applied to Australian data in only two studies (see table 2.2). The estimates of the elasticity of cost with respect to public infrastructure at the aggregate level are -0.41 to -1.09. Only the second study (Paul 2003) includes sectoral analysis, with a range of estimates from -0.48 to -1.27. 

These cost function results are not directly comparable with the production function results — but the output (primal) productivity effect of public capital can be calculated from the dual (cost) measure. Only Paul (2003) provides the output equivalent to his results — 1.19 for the aggregate and 0.67 to 1.27 for the sectoral analysis. Contrary to the trend in overseas studies, these results from the cost-function approach are actually higher than many of those using the production-function approach. 

A selection of studies of other countries are presented in appendix A. For those cases where the cost elasticity was reported, the estimates range from -0.31 to 0.
Table 2.2
Results of main cost function studies including public infrastructure, Australia

	
	Description
	
	Direct effect
	
	Indirect effects 

	

Author
	

Coverage
	
Specific-ation
	
Infrastructure variable
	
	

Cost elasticity 
	
	Labour demand elasticity
	Capital demand elasticity

	Song (2002)
	1968–2001 aggregate
	translog cost shares
	general govt capital stock
	
	-0.413 to ‑0.367c
	
	-0.78 to -0.98 (substitute)a
	0.36 to 0.84 (compl.)a

	Paul (2003) 
	1969–96 aggregateb, industry
	translog cost
	general govt capital stock (agg; ind. estimates adjusted for usage)
	
	agg: cost -1.09 
(output 1.19)

ind: cost 
-0.48 to -1.27
(output 
0.67 to 1.27)
	
	agg: -1.4 (substitute)

ind:
-0.56 to -1.74 (substitute)
	agg: -0.5 (substitute)

ind:
-1.22 to 0.83
(sub./compl.)


a Restricted estimates of the cost function model (imposing price homogeneity, constant returns to scale over three inputs and symmetry). Test statistics indicate restriction of CRS is valid. b Private output. Follows the Otto and Voss (1994a) definition of those industries in which production is predominantly performed by private enterprises (ASIC industries of Agriculture, Manufacturing, Mining, Wholesale and retail trade, and Recreation, personal and other services) plus those classed by Otto and Voss as ‘mixed’ industries (Construction, and Transport, storage and communication). c Imputed as ‘cost share’ of public capital from ABS and TRYM data, not estimated in regressions.
Private infrastructure 

While infrastructure systems can be owned either by the public or private sector, the majority of infrastructure studies have focused on publicly-owned infrastructure. Communication infrastructure
, which is the privately-owned infrastructure
 of particular interest in this paper, is the subject of many empirical studies but most do not explicitly examine spillovers to productivity. For example, there are many studies that focus on the relationship between output growth and growth in the number of phone lines in developing countries (see appendix A). There are also numerous studies that examine the combined effect of information and communications technology (ICT) equipment growth on output.

However, Nadiri and Nandi (2001) suggest that, while there are differences in the effects of public and private infrastructure, it is possible to examine the spillovers of privately-owned infrastructure on the productivity of other industries using a similar approach to that used for public infrastructure. 

For publicly funded infrastructure capital, the government either provides them “free” or charges a small user fee. … The sources of funding for this type of capital are taxes and long term government debt, which eventually will be paid by future taxes. Therefore, in the industry production function the services of this type of infrastructure capital are treated as “unpaid” factors of production. 

For privately financed infrastructure capital such as the communication infrastructure capital, the source of finance is the communications firms themselves, and they recoup their expenses by charging their customers for the services rendered. That is, each industry incurs some expenses for telecommunications services. These expenses are included as part of the material cost. However, in addition, each industry in the private sector receives the externality benefits in terms of added efficiency gains from the expansion and modernization of the total communications infrastructure network for which they do not pay any direct fees. … Therefore, similar to services provided by public infrastructure capital, the privately funded communications infrastructure capital can also be treated as an unpaid input in the private industry production process. (p. 92)

Nadiri and Nandi (2001) examined United States data using an approach similar to the cost function approach for public infrastructure. They estimated a translog cost function for each industry based on 

C=C(q, Y, S1, S2, T)
(2.10)
where q is a vector of input prices for labour, private capital and materials; Y is output; T is a time trend for disembodied technological change; S1 is the flow of communication infrastructure services; and S2 is the flow of public infrastructure services.

From this function they estimated a cost elasticity with respect to communication infrastructure capital [image: image14.wmf](
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 They found that a 1 per cent increase in communication capital would reduce costs by between 0.0084 to 0.0125 per cent, depending on the industry. The elasticities tended to be larger for information intensive industries. They aggregated the industry level estimates to obtain an economy level elasticity of -0.0136.

This approach does not appear to have been applied in other empirical studies. Nadiri and Nandi noted in a more recent conference paper (Nadiri and Nandi 2003) that they know of no other econometric studies of the externality effects of communications infrastructure. They acknowledge a number of studies of communications infrastructure based on simple statistical or regression analyses or input-output frameworks but note that these do not consider the externality effects (further details are provided in appendix A).

Canning (1999) used an output-side approach and panel data for a cross-section of developed and developing countries to examine spillovers from telecommunications networks. His production function included a normal total capital stock measure (inclusive of telecommunication infrastructure capital) but also included the number of telephones
 to test for spillovers from telecommunications infrastructure. He found an elasticity of output with respect to the telephone stock of 0.14 for the full sample of countries and 0.26 for high-income countries. (Although in a later paper, Canning and Bennathan (2000), these productivity effects were considered to be implausibly large and the number of telephones was excluded from the estimations). 

A number of Australian productivity studies have examined communications capital as part of ICT capital — for example, Madden and Savage (1998), Valadkhani (2003), Diewert and Lawrence (2005)
 and Connolly and Fox (2006) (see appendix A for details). However, again, these studies did not focus on the spillovers from communications infrastructure. Madden and Savage and Valadkhani examined labour productivity and this does not allow specific consideration of spillovers because labour productivity growth can be due to capital accumulation. Also, Valadkhani, Diewert and Lawrence, and Connolly and Fox used measures of ICT that focused on communications equipment (and in combination with IT capital) rather the communications network infrastructure. Madden and Savage also noted that the number of phone lines, which they used as a proxy for information and telecommunications technology infrastructure, does not take account of expansions beyond basic telephony (such as the rollout of broadband networks). In addition, Madden and Savage (2001) and Barker et al. (2006) specifically examined the effect of digitisation of telecommunications infrastructure in cross-country studies that included Australia. Madden and Savage found a negative relationship with productivity growth of the telecommunications industry, which they attributed to short-run adjustment costs, while Barker et al. found that digitisation enhanced the impact of computer penetration on aggregate labour productivity (see appendix D). 

Summary

The different streams of empirical literature focus on different issues and therefore measure different aspects of the effect of infrastructure. Table 2.3 summarises the extent to which the different approaches allow the separate identification of the three effects of infrastructure on productivity outlined in section 2.2. The empirical studies have two common features — where there is a free input effect and production spillovers they are not separately identified; and complementarity is generally only examined using the cost function approach. 
Table 2.3
Summary of empirical approaches

	
	
	Effect examined

	Type of infrastructure
	
Method
	
Free input
	
Complementarity
	Production spillovers

	Public infrastructure
	Production function
	(
	b
	(a

	
	Cost function
	(
	(
	(a

	Communications infrastructure
	Cost function
	na
	(
	(  

	
	Production function
	na
	b
	(  


na not applicable. a Cannot be separately identified from free input effect. b Most studies use a Cobb-Douglas production functions in which complementarity cannot be identified. However, use of a translog production function does allow complementarity or substitution to be identified. 
In the simplest production function approach, all effects of public infrastructure are captured by the coefficient on the single public infrastructure variable. These studies have generally been motivated by an interest in the ‘free’ input effect. However, this empirical approach cannot distinguish between the ‘free’ input effect and any production spillovers that would flow from infrastructure. Also, simple log linear production functions are based on the assumption that inputs are substitutes and do not identify the extent of any complementarity with other inputs.
 However, as Dowrick (1994, p. 18) notes, translog production functions are capable of picking up substitution or complementarity between factors.
In the cost function approach, based on flexible cost functions, it is possible to distinguish between the direct effect and the effect due to complementarity. Gillen (2001, p. 10) notes that the direct effect is measured by the size of the cost decrease due to increase in level of public capital. The indirect effect is provided by cost savings from increased productivity from other factors complementary to public capital. As is the case for the production approach, it is not possible to distinguish between the free input effect and any production spillovers.

However, both these approaches are based on modelling private productivity not multifactor productivity (MFP) of the market sector (the calculation of which takes into account part of the stock of public capital). The latter case rules out the ‘free’ input effect at the aggregate (market sector) level and these approaches would then allow the separate identification of the effect of any production spillovers. Issues related to the interpretation of regression coefficients in this case are discussed in more detail in chapter 4.

In the case of privately-owned infrastructure, there is also no ‘free’ input effect to be modelled. The cost function approach used by Nadiri and Nandi captures the production spillovers through the inclusion of a communications infrastructure variable in addition to the priced communication services. Complementarity between communications infrastructure and other variables can be examined using the interaction terms in the translog functional form. The production function approach can also capture production spillovers through the inclusion of a communications infrastructure variable (and a digitisation variable) in addition to its inclusion in the normal capital stock. 

The Aschauer-type empirical literature has raised a number of empirical issues and attracted some contention. The estimated effects of infrastructure cover a wide range and in many cases imply implausibly high returns on infrastructure assets. There are several factors that may complicate the identification of the relationship between infrastructure and productivity in empirical studies:

· the scope of infrastructure included often covers a wide range of public assets but excludes privately-owned infrastructure 
· there may be considerable lags between expenditure on infrastructure and users being able to use it in productivity-enhancing ways
· the efficiency of provision of infrastructure services may have changed over time

· other factors will also affect productivity and need to be taken into account

· some links may be more apparent at a disaggregated level (in industry and spatial dimensions) than at an aggregate level. 

� Obviously these two groupings can be combined. For example, Aschauer (1989a), one of the early studies of public infrastructure, referred to economic infrastructure that is publicly owned as core infrastructure.


� This is not to suggest that social infrastructure has no effect. For example, education and health infrastructure may have long-term spillovers through the effect on the human capital of the labour force.


� Another possible effect, not examined in this paper, is that the provision of infrastructure may affect the output mix of the economy. If the provision of infrastructure facilitates a shift in production towards particular sectors that have above- or below-average measured productivity this will affect aggregate productivity of the economy.


� These induced changes in input mix may not affect multifactor productivity but only partial productivity measures, such as capital productivity. However, it is worth noting that any economically-efficient investment in infrastructure will, in itself, raise multifactor productivity; and excessive investment will lower it. 


� This is generally because property rights cannot be well defined and easily enforced.


� Many of these spillovers arise from what are described by Carlaw and Lipsey (2001, p. 7) as technological complementarities — where the innovation actions of one set of agents create opportunities for a second set of agents to make other innovations that incorporate, or rely on in some way, the initial innovation. These spillovers are therefore less direct, than those from the direct use of an initial innovation that is freely available, and may not be captured by conventional measures of externalities. 


� From a macroeconomic perspective, there may also be two offsetting effects. The initial increase in public investment may crowd out private investment. But the rise in public investment may eventually provide an incentive for additional private investment if the additional public investment raises the marginal product of private capital. The net long-run effect of an increase in public investment will depend on the relative magnitude of these two effects. (Otto and Voss 1995a, p. 185)


� Roller and Waverman (2001) note that network externalities of the kind present for telecommunications infrastructure are not present for transport infrastructure because of congestion. However, it could be argued that there are some circumstances where there may also be congestion in communications technology. For example, where the capacity of the network to provide broadband services is limited and an additional user results in decreasing quality of service to other users.


� Madden and Coble-Neal (2002) provide a detailed review and assessment of the potential linkages between e-commerce and the industrial organisation of backbone infrastructure, transmission and service markets.


� The possibility of reverse causation means it is not clear that the estimated parameters can be interpreted as output or productivity elasticities. 


� However, it has also been suggested that disaggregated studies are capturing fewer spillovers than national studies and this may explain the lower estimates (Eberts 1999). 


� A small number of studies have used a profit function. This approach is not discussed here but the results of these studies are included in appendix A. 


� Translog production functions have also been estimated (in logs):


�


See, for example, Wylie (1996), Charlot and Schmitt (1999) and Canning and Bennathan (2000).


� The effect of scale is discussed in box 2.1 and appendix A.


� These differences include the definition of infrastructure, industry coverage, geographic coverage, modelling methodology and econometric techniques.


� This is the dual measure to the output (primal) productivity effect of public capital, � EMBED Equation.3  ���, where the relationship between these two effects is � EMBED Equation.3  ���. The measures are equivalent only under constant returns to scale (Paul 2003, pp. 448–9). 


� Compared after deriving the output equivalent from the cost dual. The output equivalent is, however, not reported in many studies.


� There is some overlap between communications infrastructure and ICT capital. ICT capital as a potential source of equipment spillovers has been considered elsewhere by the Commission (see, for example, Parham, Roberts and Sun 2001; Gretton, Gali and Parham 2002) and will not be discussed in this chapter. However, IT capital has also been included amongst the control variables in the modelling presented in chapter 5. 


� In Australia, telecommunications infrastructure has moved from the public sector to the private sector over the time period examined in this paper. Its classification by the ABS in capital estimates is discussed in appendix B. 


� In both cases, the flow of services is measured as capital stock adjusted for industry capacity utilisation.


� The indirect or ‘factor bias effect’ is measured by the impact of communications infrastructure on private sector input demand functions (although these are not discussed in their paper).


� It is noted that the use of physical measurements, such as the number of telephones, does not reflect quality differences in infrastructure across countries and over time. 


� This paper is part of a Department of Communications, Information Technology and the Arts series of reports examining the link between ICT and productivity (see DCITA 2007 for a summary of these reports).


� The results of Aschauer (and later researchers) based on Cobb-Douglas production functions only measured the direct effect of public capital (because in a Cobb-Douglas function the elasticity of substitution between public capital and other factors is defined to equal one).
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