	
	


	
	



A
Data sources and methodology for sectoral estimates of intangibles 
This appendix describes the Australian data sources used in this paper. While the intent has been to follow the Corrado, Hulten and Sichel (CHS) methodology, data availability has led to some differences. This was also the approach taken in the study of intangibles at the market sector level in Australia (Barnes and McClure 2009). A more detailed discussion of data sources, methods and how the data sources compare with those used in other country studies can be found in appendix A to that study.  
In this paper, the estimates of intangibles have been constructed for the manufacturing sector and the service sector. For the purposes of this paper, the service sector is defined those service industries within the market sector including: Electricity, gas & water; Construction; Wholesale trade; Retail trade; Accommodation, cafes & restaurants; Transport & storage; Communication services; Finance & insurance; and Cultural and recreational services. The industries excluded are Property & business services, Government administration & defence, Education, Health & community services, and Personal & other services. All references to ABS ANZSIC (Australian Bureau of Statistics Australian and New Zealand Standard Industrial Classification) are to the ANZSIC 1993 edition. All published and unpublished national accounts data used in this paper are from the dataset underlying ABS, Australian System of National Accounts, 2006-07 (Cat. no. 5204.0).

Table 
A.1 summarises the measures, data sources, deflators and depreciation rates used to construct the Australian capital stock for each of the intangibles. The following sections explain these factors, and the rationale for them, in more detail. 
Investment and capital stock estimates (for the ‘new’ intangibles) were constructed for the period 1989-90 to 2005-06. However, estimates are only reported from 1993-94 because additional assumptions made in the earlier years result in lower quality estimates. Investment estimates for these earlier years are only used in the construction of the initial capital stock estimate.
Table A.

 SEQ Table \* ARABIC 1
Summary of data sources and assumptions used to construct stocks of intangibles

	
Type of intangible
	
Main 
data source
	

Time series (all refer to financial year ended)
	Proportion of expend. treated as investment
	

Deflator
	
Dep’n 
rate (%)
	
Investment 
2006 ($m)
	
Stock 
2006 ($m)

	Computerised information
	ABS national accounts (5204.0)
	2006-1994 Gross fixed capital formation (GFCF) and productive capital stock (PKS) for computer software by industry
	1
	ABS computer software implicit price deflator (IPD)
	24
 (mfg)
23
(serv.)
	817
(mfg)
6160
(serv.)
	2530
(mfg)
18716
(serv.)

	Business expenditure on R&D
	ABS BERD survey (8104.0)
	2006-1990 Business expenditure on R&D by industry (excluding R&D by the financial services industry)
	1
	Implied sector gross value added (GVA) deflator
	20
	4076
(mfg)
2105
(serv.)
	16518
(mfg)
7173
(serv.)

	Artistic originals
(Service sector only)
	ABS national accounts (5204.0)
	2006-1994 GFCF and PKS for artistic originals
	1
	ABS artistic originals IPD
	60
	698
(serv.)
	1102
(serv.)

	New product development in financial industry
(Service sector only)
	ABS IO/SU tables (5215.0/ unpublished)
	2006-2005 Forecast at 2004 growth rate

2004-1995 20 per cent of intermediate purchases of SUIC 380 Finance and Finance share of SUIC 400 Services to finance, investment & insurance

1994-1990 Backcast using growth rate in intermediate usage of Financial & insurance from IO tables
	1
	Implied Finance & insurance industry GVA deflator
	20
	5591
(serv.)
	27507
(serv.)
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Table 
A.1
(continued)
	
Type of intangible
	
Main 
data source
	

Time series (all refer to financial year ended)
	Proportion of expend. treated as investment
	

Deflator
	
Dep’n 
rate (%)
	
Investment 
2006 ($m)
	
Stock 
2006 ($m)

	New architectural and engineering designs
	ABS Industry survey (8155.0)
	2006 Forecast at 2005 growth rate

2005-1999 Half of sales of architectural and consulting engineering services (ANZSIC 7821, 7823). 

1998-1995 Backcast using growth in Architectural, surveying, consulting engineering and quantity surveying services SUPC 43020. Assumes growth for broader group is same as for ANZSIC 7821-7823.

1994-1990 Backcast using growth rate in Architectural services, surveying and consulting engineering in IO product tables. Assumes growth for broader group is same as ANZSIC 7821-23.

All scaled to sector using sector intermediate usage as a share of Australian production of SUPC 43020 from SU tables back to 1995 (backcast using sector share of GVA).
	1
	Implied sector GVA deflator
	20
	1464
(mfg)
2141
(serv.)
	5804
(mfg)
8319
(serv.)

	Advertising
	CEASA (2003, 2006, 2007)
	2006-1990 Total advertising expenditure less expenditure on classifieds and directories. Multiplied by 2 to arrive at estimate including production costs. Scaled to sector using sector intermediate usage as a share of Australian production of advertising services (SUPC 43025 from SU tables back to 1995, backcast using sector share of GVA)
	0.6
	Implied sector GVA deflator
	60
	2152
(mfg)
4786
(serv.)
	3604
(mfg)
7881
(serv.)
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Table 
A.1
(continued)
	
Type of intangible
	
Main 
data source
	

Time series (all refer to financial year ended)
	Proportion of expend. treated as investment
	

Deflator
	
Dep’n 
rate (%)
	
Investment 
2006 ($m)
	
Stock 
2006 ($m)

	Market research
	ABS Industry surveys (8155.0, 8677.0)
	2006 Forecast at 2005 growth rate

2005-1993 Twice sales of market research services (ANZSIC 7853), to impute own account market research. 

1992-1990 Backcast using growth rate in Market and business services from IO product tables. Assumes growth rate for this broader group is same as for ANZSIC 7853.

Scaled to sector using sector intermediate usage as a share of Australian production of Other business services SUPC 43031 from SU tables back to 1995 (assumes this share is the same for market research services) (backcast using sector share of GVA).
	0.6
	Implied sector GVA deflator
	60
	260
(mfg)
723
(serv.)
	406
(mfg)
1110
(serv.)


(continued on next page)

Table 
A.1
(continued)

	
Type of intangible
	
Main 
data source
	

Time series (all refer to financial year ended)
	Proportion of expend. treated as investment
	

Deflator
	
Dep’n 
rate (%)
	
Investment 
2006 ($m)
	
Stock 
2006 ($m)

	Firm-specific human capital
	ABS Training surveys (6353.0, 6278.0)
	Based on estimates for the market sector from Barnes and McClure (2009). 

Survey data for training costs (including wages of employees being training) for 2002, 1997, 1994, 1991.

Estimates (in real terms) for other years derived from estimated total hours of training and estimated real costs per training hour 

Total hours of training based on growth in employee numbers and; for years between survey observations (1990, 1991, 1994, 1997, 2001, 2005) an assumed linear growth in hours per employee; or for 2006 assumed hours per employee at 2005 levels.

Linear interpolation used to estimated real costs per hour between survey data (2002, 1997, 1994, 1991) and exponential trend growth used for 1990 and 2003-2006.
Resulting market sector nominal estimates split on the basis of sectoral share of market sector training hours.
	1
	Sector average weekly full-time ordinary earnings deflator
	40
	832
(mfg)
3062
(serv.)
	2015
(mfg)
7308
(serv.)


(continued on next page)
Table 
A.1
(continued)

	
Type of intangible
	
Main 
data source
	

Time series (all refer to financial year ended)
	Proportion of expend. treated as investment
	

Deflator
	
Dep’n 
rate (%)
	
Investment 
2006 ($m)
	
Stock 
2006 ($m)

	Purchased organisational capital
	ABS Industry survey (8155.0)
	2006 Forecast at 2005 growth rate

2005-1999 Sales of business management services (ANZSIC 7855). 

1998-1995 Backcast using growth rate in Other business services SUPC 43031. Assumes growth rate for this broader group is same as for ANZSIC 7855.

1994-1990 Backcast using growth rate in Market and business services from IO product tables. Assumes growth rate for this broader group is same as for ANZSIC 7855.

All scaled to sector using sector intermediate usage as a share of Australian production of Other business services SUPC 43031 from SU tables back to 1994-95 (assumes this share is the same for business management services) (backcast using sector share of GVA). 
	0.8
	Implied sector GVA deflator
	40
	2401
(mfg)
6669
(serv.)
	5427
(mfg)
14704
(serv.)

	Own account organisational capital
	ABS Labour survey (6310.0)
	2006-1998 20 per cent of earnings of sector employees classified as Managers & administrators (M&A) (excl. IT and farm mgrs). 

1997-1990 Earnings backcast using growth rate in earnings of employees classified as M&A for the total economy. Assumes sector growth rate is the same as for the total economy. Employee numbers backcast using growth in total employed M&A for sector.
	1
	Implied sector GVA deflator
	40
	1608
(mfg)
3071
(serv.)
	3607
(mfg)
6770
(serv.)


A.

 SEQ Heading2 1
Nominal expenditure series

For each of the intangibles an expenditure series was compiled for 1989-90 to 2005‑06 — which in most cases required backcasting based on related data.
Computerised information

Computer software is already treated as investment in the Australian national accounts. This covers both purchased and own-account software and database development — although databases and own-account software development are only included if the expenditure is ‘large’ (ABS 2000, p. 452). The ABS estimates for this intangible asset are used in this paper — time series for gross fixed capital formation and capital stock for manufacturing and each of the service industries in the market sector are available for the full period 1993-94 to 2005-06. 

This is broadly similar to the combination of the measures of computer software and computerised databases used in CHS (2005), although the ABS measure may understate this intangible through the exclusion of some smaller expenditures on database and own-account software development. 

Innovative property

CHS include six types of innovative property — scientific R&D, mineral exploration, copyright and licence costs, new product development costs in the financial industry, new architectural and engineering designs, and R&D in social sciences and humanities. 
Differences in the collection and capitalisation of some of these expenditures by the ABS means there are some differences in the categorisation of these intangibles in this paper. And mineral exploration is only relevant to Mining, which is a part of the market sector that is not examined in detail in this paper (see appendix A of Barnes and McClure 2009 for details of mineral exploration estimates).
It should also be noted that in December 2009, the ABS capitalised R&D in the Australian national accounts (ABS 2009). However, it was not possible to use these estimates in this paper — the ABS estimates are based on a different industry classification to that used in this paper and were also not available at the time the main analysis was undertaken. The estimates used in this paper were constructed using a methodology (discussed below) that is comparable with that used in the other CHS-type studies. While based on the same underlying data as the new ABS estimates, the estimates in this paper are based on methodology that is less sophisticated. 
Direct comparisons of the two sets of estimates are not possible because of the different industry classification. However, a comparison based on broadly similar groupings of industry divisions suggests that there is a similar general pattern of movements over time in the business R&D investment estimates for manufacturing and services in this paper and the ABS estimates. For manufacturing, the average annual growth rate for nominal business R&D investment over the period 1993-94 to 2005-06 is estimated at 7.5 per cent a year in this paper and 6.7 per cent using recent ABS-based estimates. For the service sector, the equivalent estimates are 14.1 per cent a year from estimates in this paper compared with 12.8 per cent using recent ABS-based estimates.
Business expenditure on R&D
Australian business expenditure on R&D (BERD) is available from ABS Research and Experimental Development, Businesses (Cat. no. 8104.0). A consistent series for each industry was compiled for 1968-69 to 2002-03 by Shanks and Zheng (2006). For this paper these series
 were updated and extended to 2005-06 using revised and updated data from the ABS Cat. no. 8104.0 and, in the case of the market sector service industries, aggregated to create a service sector series.

R&D activity is defined by the ABS as:
Creative work undertaken on a systematic basis, in order to increase the stock of knowledge, including knowledge of man, culture and society, and the use of this stock of knowledge to devise new applications. (ABS Cat. no. 8104.0, 2005-06, p. 30)

Unlike the US survey of industrial R&D, the ABS survey of BERD includes R&D in fields classed as social sciences and humanities (identified as a separate category of intangible in CHS 2005). A separate consistent time series for this subset of R&D was not readily available for Australia. Therefore, in this paper, the intangible category ‘business expenditure on R&D’ includes ‘R&D in social sciences and humanities’ as well as scientific R&D undertaken by each sector. 

It should also be noted that the ABS BERD data include some R&D related to financial services and architectural/engineering services. It appears that the scope of these types of R&D as discussed in CHS (2005) is broader than those activities that may be covered by the BERD survey (although few details are given in CHS 2005). For comparability, the CHS method was used to estimate these separate types of R&D and the ABS-based BERD estimates were reduced to avoid double counting, where possible. The extent of any remaining duplication is discussed below.

Artistic originals
Artistic originals are already capitalised in the Australian national accounts and are allocated entirely to Cultural and recreational services, part of the service sector as defined in this paper. The ABS defines entertainment, literary or artistic originals as:

… originals of films, sound recordings, manuscripts, tapes, models, etc., on which drama performances, radio and television programming, musical performances, sporting events, literary and artistic output, etc., are recorded or embodied. (ABS 2000, p. 454)

This appears to be similar coverage to copyright and licence costs in CHS (2005). The ABS estimates are based on the present value of expected future income flows generated from the originals. The ABS uses a range of valuation techniques including the market transactions approach, for example, payment of advances to composers and authors, and the production cost approach, for example, the production costs of recorded music — see ABS (2000, p. 38) for further details.
The ABS estimates for this intangible asset are used in this paper — time series for gross fixed capital formation and capital stock are available for the full period 1993‑94 to 2005-06.

Other product development, design and research

CHS include ‘non-scientific’ R&D in the areas of new product development in the financial industry, new architectural and engineering designs and social sciences and humanities in this category of intangibles. As already discussed, R&D in social sciences is included in BERD in this paper. 

New product development in the financial industry

CHS use a crude proxy for spending on new product development by the financial services industry of 20 per cent of total intermediate purchases by that industry. 

The financial services industries of interest in the Australian context are a subset of ANZSIC Division K Finance & insurance — that is, Finance (ANZSIC 73) and a share of Services to finance and insurance (ANZSIC 75). As this industry is part of the service sector, all new product development in the financial industry is allocated to that sector.
For this paper, a series for 20 per cent of total intermediate purchases
 by the financial services industries has been constructed from ABS data from input-output (IO) and supply-use (SU) tables. The share of Services to finance, investment and insurance is based on the output share of Finance in the combined output of Finance & insurance. This series covers the full period 1989-90 to 2005-06 — IO/SU data were not available for every year and missing years were interpolated/extrapolated (see appendix A of Barnes and McClure 2009 for details).
This approach is taken for comparability with overseas studies, but the alternative of using only financial R&D expenditure as collected in the ABS BERD survey is examined as part of sensitivity testing (see appendix C).

New architectural and engineering designs

CHS estimate this intangible as half of the revenue of the architectural and engineering industries. 

A time series for 50 per cent of the revenue of architectural and engineering industries was constructed for this paper using a number of data sources. The relevant industries for new designs are ANZSIC 7821 Architectural services and ANZSIC 7823 Consulting engineering. Data on revenue for ANZSIC industry classes are available from Australian Industry (ABS Cat. no. 8155.0) for the period 1998-99 to 2004-05. The 2005‑06 estimate was made assuming that growth rate for sales was the same as in 2004‑05. 

To backcast the aggregate series of architectural and engineering services to 1989‑90, the growth rates for a related group of services from the product details of the ABS Australian National Accounts: Input-Output Tables (Cat. no. 5215.0) and unpublished SU tables were used — Architectural services, surveying and consulting engineering and Architectural services, surveying, consulting engineering and quantity surveying, respectively. 

The resulting series for sales income for architectural and engineering design services was for the total economy. It was necessary to scale it down to the share relevant to each sector. This was done using the sector intermediate usage share of Australian production of Architectural, surveying, consulting engineering and quantity surveying services from the SU tables from 1994-95 to 2002-03. This share was backcast to 1989-90 (and forecast to 2005-06) using growth in the sector share of gross value added.
On the issue of possible double counting with ABS BERD estimates, engineering and architectural R&D are amongst the fields covered by the ABS BERD survey. There are few details given in CHS (2005) as to the nature of the new architectural and engineering designs that make up this intangible asset in their study. However, it appears clear that the activities the authors have in mind fall outside what would ‘normally’ be considered architectural and engineering R&D — an example may be new designs using existing technology and methods — since their data source for ‘scientific R&D’ already includes engineering R&D in its scope. (A similar conclusion was drawn in the UK study — see MH (2006, p. 4) for further discussion.) It is therefore assumed there is no issue of double counting between a CHS-type measure for Australia and activities covered above under the ABS BERD survey.
Some architectural and engineering services expenditure is already capitalised by the ABS — appearing as part of the tangible capital stock. However, these data are not available so it is not possible to compare this with the CHS-type estimate for Australia or make any adjustment for double counting (see appendix A of Barnes and McClure 2009 for further discussion). The alternative of assuming that all relevant expenditure is already capitalised (that is, no additional architectural/engineering services expenditure is treated as investment) is examined as part of sensitivity testing (see appendix C).
Economic competencies

Economic competencies are defined by CHS (2005, p. 28) as the value of brand names and other knowledge-embedded firm-specific human and structural resources.

Brand equity

Spending on brand development is proxied by spending on advertising and market research. CHS suggest this includes the costs of launching new products, developing customer lists and maintaining brand equity and note that:
Although advertising and market research are generally aimed at building a firm’s market share at the expense of its competitors, such spending is necessary for developing new brands and maintaining the value of existing brands. (2005, p. 28)

Various rationales have been put forward for capitalising advertising and marketing expenditure — it may result in a positive image of the firm in the market and help to secure future orders (De and Dutta 2007); and it may establish a reputation for quality or educate consumers about the existence of new goods (Nakamura 1999). A reputation for reliability may persuade shoppers to try a new item for the first time.
There is some debate about whether advertising and marketing expenditure should be treated as investment. Aizcorbe et al. (2009, p. 17) notes that such expenditures may not alter the production function.
First, some argue that advertising and marketing expenditures are in some sense unproductive, perhaps because advertising and brand equity are thought to affect the demand function instead of the production function. In contrast, spending on other intangibles directly affect the production function by either creating a better output or the same output using fewer inputs or better inputs. This issue is contentious, however; Hulten and Hao (2008) argue in favour of treating this type of spending as investment.
Hulten and Hao (2008) argue that the modern corporation is most often a complex organisation that develops, produces and markets a range of products and that characterising this process goes far beyond the simple production function framework. In an examination of the pharmaceutical industry they see marketing of a new drug as part of the innovation process.
New drugs typically take time and effort to penetrate the market place, and some part of the marketing expenditure is a necessary coinvestment made in order to recoup the substantial up-front costs of product R&D. … These expenditure help establish a new drug in the market place, and, once established, the resulting brand equity is an asset to the firm. By implication, some fraction of these marketing expenditures should therefore be accorded the same treatment as R&D investment.10(p. 13)
___________

10 This argument contrasts with the popular view that the marketing expenditures of pharmaceutical companies … are unproductive and merely serve to drive up the cost of drugs to the consumer. This rent-seeking view implicitly assumes that a good drug will sell itself, implying a rapid and costless dissemination of information. In fact, the up-take of new drugs is often far from rapid even when they turn out to be highly efficacious, despite considerable marketing efforts by the drug companies. The rationale for capitalizing some fraction of the marketing expenditures is based on the idea that a company will not undertake the cost to bring a new drug to market … unless there is the prospect of selling enough of the drug to cover the cost. Seen in this way, the marketing of a new drug is part of the innovation process.

Aizcorbe et al. (2009, p. 17) also raise the issue of advertising resulting in changes in a firm’s market share rather than increasing aggregate output. 

A separate issue is that cumulating advertising expenditures may increase a firm’s output, but it does not follow that cumulating all firms’ advertising expenditures increases aggregate output. Therefore, there is potentially a fallacy of composition problem involved in capitalizing these expenditures in the national accounts and calling them part of an aggregate capital stock.
These issues are not examined further here and for the purposes of comparability with CHS-type studies, brand equity is included as an intangible asset in this paper.
Advertising

CHS estimate this intangible using expenditure data published by a US advertising association.

Australian advertising expenditure for 1975 to 2006 is available from an annual survey of the industry conducted by Commercial Economic Advisory Service of Australia (CEASA 2003, 2006, 2007). This is a similar type of data source to that used in CHS (2005), except that it includes only media costs for time and space and excludes production costs. Based on data for the United States and United Kingdom about the proportion of production costs in total advertising costs (see appendix A of Barnes and McClure 2009), the CEASA series has been doubled to account for production costs.

These estimates for the total Australian economy have been scaled down to sector estimates using sector intermediate usage as a share of Australian production of advertising services from the ABS SU tables for 1994-95 to 2003-04. This share was backcast to 1989-90 (and forecast to 2005-06) using growth in the sector share of gross value added.
Market research

CHS estimate this intangible as twice the revenue of the market and consumer research industry. Industry revenue is doubled to allow for firm’s own account spending on market research. 

A time series of twice the revenue of the market research industry was constructed for this paper using a number of data sources. (The CHS approach was followed for comparability purposes and in the absence of readily available alternative estimates of inhouse market research.) The relevant industry is ANZSIC 7853 Market research services. Data on revenue for ANZSIC industry classes are available from Australian Industry (ABS Cat. no. 8155.0) for 1998-99 to 2004‑05. The 2005-06 estimate was made assuming that the growth rate for sales was the same as in 2004‑05. An irregular survey, Selected Business Services, 1992-93 (ABS Cat. no. 8677.0) provided similar data for 1992-93. The estimates for the missing years were interpolated by simple averages. 

This series of market research services was backcast from 1992-93 to 1989-90 using the growth in Market and business consultancy services from the product details of the ABS IO tables (Cat. no. 5215.0). 
The resulting series was for the total economy. It was necessary to scale it down to the share relevant to each sector. This was done using the sector intermediate usage share for the closest available group of services (Other business services) from SU tables for 1994-95 to 2003-04. This share was backcast to 1989-90 (and forecast to 2005-06) using growth in the sector share of gross value added.
Firm-specific human capital

CHS (2005, p. 29) suggest that spending on firm-specific human capital can be measured by the costs of employer-provided workforce training. Spending on workforce training consists of two types of expenses:

· direct firm expenses (outlays on inhouse and external training courses)

· wage and salary costs of employee time spent in informal and formal training.

There are two aspects of the scope of the measure of firm-specific human capital used in this paper that should be noted.

· All employer-provided structured training is included. 

· There is a question as to how much of this training is firm-specific and not transferable.
 Richardson (2004, p. 29) notes that it is standard to argue that in a competitive labour market there will be no benefit to firms from providing general training so firms will only provide firm-specific training.
 On that basis it could be assumed that all employer-provided training is firm specific. However, in practice most training is neither wholly general nor firm specific. It has not been possible to examine this issue in detail in this paper or adjust the measure of firm-specific human capital. 

· This is not a measure of total human capital.

· It does not include education and unstructured on-the-job training. At the market sector level, Barnes and McClure (2009) was able to incorporate some of these broader elements of human capital into the growth accounting exercise through use of the ABS experimental quality-adjusted labour input series. However, quality-adjusted labour inputs are not available at the sectoral level.

It has been acknowledged by a number of researchers in this area that employer-provided training in Australia is poorly measured (see, for example, Cully 2005 and Richardson 2004). And data are even poorer at the sectoral level than the aggregate level. It was therefore necessary to split the market sector series for training expenditure from Barnes and McClure (2009) by simply using the sectoral shares of market sector training hours. This does not take account of any differences in costs of training across sectors or any difference in growth of costs across sectors. As such, the resulting series are extremely crude as this approximation is on top of those made to obtain the original market sector series. No single data source provides a time series of Australian employer-provided training expenditure and to construct the market sector series, several different sources were used, together with a number of assumptions (see appendix A of Barnes and McClure 2009). The sectoral series are therefore only broadly indicative and trends in them should be interpreted with caution. 
The market sector series was constructed using a range of ABS data (see Barnes and McClure 2009 for full details). The ABS Employer Training Expenditure, Australia (Cat. no. 6353.0), an employer survey, measured both direct costs and wage and salary costs for the total economy (excluding agriculture) for 1989, 1990, 1993 and 1996. The ABS also estimated this measure for 2001-02 based on data from Employer Training Expenditure and Practices (Cat. no. 6362.0) and Education and Training Experience (Cat. no. 6278.0) (NCETS 2004). Specifically the measure includes:
The sum of employers’ expenditure for employees gross wages and salaries for time receiving and providing structured training, fees paid to consultants and institutions and other expenditure on structured training. (ABS Cat. no. 6353.0, 1996, p. 46)

where structured training is defined as:
all training activities which have a predetermined plan and format designed to develop employment-related skills and competencies. It consists of periods of instruction, or a combination of instruction and monitored practical work. (ABS Cat. no. 6353.0, 1996, p. 45)

This series had been backcast and extended to 2005-06 using growth in a related series. No ideal series was available, but it was possible to construct an approximate series for total training hours and an exponential trend was used for expenditure per training hour. The resulting total nominal training expenditure for the market sector was apportioned across the manufacturing and service sectors according to sectoral shares of total training hours. The training hours series were constructed from ABS data from Employer Training Expenditure, Australia (Cat. no. 6353.0) for 1989-90, 1990-91, 1993-94 and 1996-97 and Education and Training Experience (Cat. no. 6278.0) for 1996-97, 2000-01 and 2004-05 and an assumption of linear growth in hours per employee for the missing years.
 
In general, the firm-specific human capital series should be viewed as being affected by a number of measurement errors that may be compounded in growth rate calculations and all the growth rates should be interpreted cautiously. Additional data and/or more sophisticated estimation techniques would be required to make more definitive statements about the size and direction of change in firm-specific human capital investment. This exercise was beyond the scope of this paper. 

Organisational capital

This intangible, along with firm-specific human capital, is particularly difficult to estimate. However, CHS note that the importance of organisational capital requires its treatment as an investment for consistency with other assets. They also cite micro data evidence that firm level differences in organisational practices are strongly related to productivity (CHS 2006, pp. 18–9). 

Marrano and Haskel (MH 2006, p. 11) liken the measurement problem of establishing a volume of organisational capital from observed expenditure to that of establishing the volume of R&D knowledge capital from observed expenditure on R&D. An additional problem is that expenditure on organisational capital can be unobserved.

CHS (2005, p. 29) suggest that investment in organisational capital is made up of two components:
· purchased — such as management consultant fees

· own account — measured in terms of the value of executive time spent on improving the effectiveness of business organisations (that is, time spent on developing business models and corporate cultures).

CHS note that there is some overlap between these measures of organisational capital and some other intangibles:
Consulting expenditure and the estimated value of executive time conceptually overlap by a small amount (the value of executive time in the management consulting industry). In addition, some portion of management time arguably overlaps with R&D, so that, for some industries, the line between industry-specific process innovation and organizational change more generally may not be easily drawn. But, whatever uncertainty the amount induces in our estimates, it is dwarfed by the use of an arbitrary fraction for the amount of executive time devoted to organizational change and development. (2005, pp. 29–30)

MH (2006, p. 12) also suggest some overlap with IT consulting and software investment. They also note that some expenditure on management consultants is to deal with short term problems (for example, closing down businesses and discharging employees). 

Purchased

CHS estimate this intangible from the revenue of the management consulting industry. Data for the revenue of the Australian management consulting industry is very limited. A time series was constructed for this paper from the few available data sources for the closest relevant industry, ANZSIC 7855 Business management services. This is broader than just management consultancy — for example, it includes public relations consultancies (which are excluded from the UK and US studies). Therefore only 77 per cent of this industry revenue was included, as a crude adjustment for some of this difference in scope. There is very limited information about the size of the public relations segment of this industry in 1992-93 and it is assumed that the public relation share is constant over the full time series. It has not been possible to adjust for other differences in scope, such as the inclusion in Australian estimates of environmental consultancies, and this may lead to an overstatement of organisational capital compared with the studies of other countries (see appendix A of Barnes and McClure 2009 for further details). This is examined as part of sensitivity testing in appendix C. 

Data on revenue for ANZSIC industry classes are available from Australian Industry (ABS Cat. no. 8155.0) for 1998-99 to 2004-05. The 2005-06 estimate was made assuming that the growth rate for sales was the same as in 2004-05. The series for business management services was backcast from 1998-99 to 1993-94 using the growth in Market and business consultancy services from the product details of the ABS IO tables (Cat. no. 5215.0). 

The resulting series for sales income for business management services was for the total economy. It was necessary to scale it down to the share relevant to each sector. This was done using the sector intermediate usage share for the closest available group of services (Other business services) from SU tables from 1994-95 to 2003‑04. This share was backcast to 1989-90 (and forecast to 2005-06) using growth in the sector share of gross value added.
Own account
CHS estimate the own-account component of organisational capital as 20 per cent of the value of executive time using US Bureau of Labor Statistics data on employment and wages in executive occupations. MH (2006, p. 13) use a similar approach but excludes ICT managers (to avoid double counting with capitalised software) and the self-employed (who they indicate do not build organisational capital in the same way as in other industries). The definition of managers appears to be relatively broad (not just, for example, Chief Executive Officers). 

The own account portion of organisational capital for Australia was estimated from average earnings of managers and the number of managers in each sector. The specific occupation group used is Managers & administrators
 excluding, where possible, IT managers. The exclusion of IT managers is based on the reasoning used by MH (2006) — avoiding double counting with IT capital. The self-employed (owner-managers of unincorporated enterprises) are also excluded, as in MH (2006), because the relevant ABS survey did not cover this group.

Data on average weekly earnings and number of Managers & administrators were available from the Employee Earnings, Benefits and Trade Union Membership (EEBTUM) survey (ABS Cat. no. 6310.0). The average earnings are calculated excluding those employees who did not draw a wage or salary, that is, people working in their own incorporated enterprises. 

Annual unpublished data on earnings and employee numbers from the EEBTUM survey are available for Managers & administrators, excluding IT managers, for each sector from August 1997 to August 2006. The number of employees obtained includes persons who receive a wage or salary or persons who operate their own incorporated enterprises. Using this number of employees to obtain the wages bill implicitly assumes the value for own account organisational capital investment for owner-managers of incorporated enterprises is equal to the average earnings of Managers & administrators drawing a wage or salary.

Prior to 1997 data are only available from the annual publication of the EEBTUM survey, and this provided data for only Managers & administrators for the total economy as a whole. Growth in average weekly earnings for this group of Managers & administrators was used to backcast each sector series from 1997 to 1990. For employee numbers in each sector, the sectoral series for number of Managers & administrators excluding IT managers was backcast from 1997 to 1990 using growth in total employed Managers & administrators in the sector. The growth rates were derived from Labour Force Survey data for employed Managers and administrators by industry (Cat. no. 6291.0.55.003). 

The total wages bill was calculated as the number of employees multiplied by average weekly earnings multiplied by 52 weeks. As noted above, this number of employees excludes owner-managers of unincorporated enterprises. This may lead to an underestimate of own-account organisational capital if this group does invest in this intangible in the same way as other Managers & administrators. 

Twenty per cent of this wages bill was counted as expenditure on own account organisational capital. CHS (2005, p. 30) note that the assumption that managers spend 20 per cent of their time investing in organisational development is arbitrary. For this paper, attempts were made to assess the appropriateness for the Australian context of this assumption (as discussed in box 
A.1). While it has not been possible to validate this assumption for the Australian context, the available literature suggest the CHS assumption is not an unreasonable ‘placeholder’ until other information becomes available. Therefore, for the purposes of comparability, and in the absence of alternative estimates of time spent, the same percentage is used in this paper. 
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 SEQ Box \* ARABIC 1
Managers’ time use

	CHS (2005) assumed that managers spend 20 per cent of their time building organisational capital. They had little information available to them on which to base this assumption, and this also appears to be the case for Australia.

One of the seminal studies of managers’ time use is Mintzberg (1973). His research was based on observation of five chief executives of large US organisations for 25 days. He categorised time use into desk work (which accounted for an average of 22 per cent of managers’ time), telephone calls (6 per cent), scheduled meetings (59 per cent), unscheduled meetings (10 per cent) and tours (3 per cent). But his categorisation of time use is not particularly useful in identifying activities related to building organisational capital — which might be part of ‘desk work’ but might also be part of meetings. And the small sample is unlikely to be representative of all US managers. 

Other early influential studies covered different levels of managers in different industries. Horne and Lupton (1965) surveyed 66 middle managers of UK firms and estimated that the time spent on ‘formulating’ — assessing the long and short term future, with defining objectives, and specifying the human and material means necessary to their attainment — ranged from around 15 to 30 per cent depending on type of manager. Penfield (1974) surveyed 204 lower level managers in a US public utility and estimated that they spent almost 20 per cent of their time ‘planning’. 

The approaches of Mintzberg and others have been applied in numerous countries and to various industries. Hales (1986) provides a survey of the scope, but not results, of such studies up to the mid-1980s. Oshagbemi (1995) reviewed the literature from 1981 to 1993 and found a relatively limited number of empirical studies. These studies found that managers on average spent 25–33 per cent of their time on desk work. But no relevant studies for Australia have been located. And it is likely that managers’ time use has changed over time, particularly with the influence of IT. This limits the usefulness of studies prior to the widespread introduction of computers. 

Most recently, Tengbland (2006) applied the Mintzberg approach to four Swedish executives and found a lower share of desk work (14 per cent) and a higher share for meetings (75 per cent) than Mintzberg. But the small sample, together with the possibility of differences between countries, makes it difficult to draw conclusions about changes in time use. 

There is another stream of recent research on how leaders spend their time. A survey of 378 US senior executives examined how they allocated their time across five different roles — ‘core job’ (45 per cent); innovator (19 per cent); team (16 per cent); organisation (12 per cent); and career (8 per cent) (Welbourne 2006). Of these roles ‘innovator’ appears closest to the building of organisational capital as it is defined as ‘work spent to develop new ideas, create new routines or improve on process’. 

The available literature on managers’ time use appears to provide little assistance in validating or improving upon the CHS assumption of 20 per cent. However, the available estimates, particularly those of Welbourne (2006), suggest that this assumption is not an unreasonable ‘placeholder’.

	

	


A.

 SEQ Heading2 2
How much of expenditure is investment

Column 4 of table 
A.1 shows the proportion of current expenditure that is assumed to be investment, in line with CHS (2005). This approach is followed for international comparability and in the absence of estimates of the proportion of expenditure that should be treated as investment in each sector. Sensitivity testing of the growth accounting results to investment size is reported in appendix C. 
For most intangibles 100 per cent of the expenditure estimate is included. There are two exceptions — brand equity and purchased organisational capital.

Brand equity

CHS (2005) exclude certain categories of advertising that are not considered to be reputation building and then assume 60 per cent of the remaining advertising expenditure and 60 per cent of market research expenditure is investment. This approach is followed in this paper.

As discussed in box 
A.2, there are two issues — does this expenditure build an asset and how long lived is it? 
· As already noted, the extent to which expenditure on advertising is building an asset rather than being consumed is a difficult question, which is not examined in detail in this paper. However, some types of ads are excluded altogether from other studies because they are not considered to be asset building at all. 
· The US study includes only national ads — the ‘local’ ads are considered to be promoting sales at specific stores rather than being aimed at selling specific products (CHS 2005, p. 33). 
· The UK study excludes classified ads — small personal ads by individuals or recruiting advertisements for vacancies to be filled in a relatively short time period (MH 2006, p. 8). 
· It was possible to exclude ‘Classifieds and directories’ from the Australian advertising expenditure series — a similar adjustment to the UK study.

· Advertising or market research expenditures with a service life of less than one year are excluded as they are an expense not an investment. 
· CHS (2005, p. 32) note that, while the literature finds that the effects of advertising are generally short-lived, more than half has a service life of at least one year. From this they assume that 60 per cent of advertising and market research expenditures should be counted as investment. 
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Durability of advertising benefits

	The question ‘how long lived are the benefits of advertising’ is a difficult one to answer. There are two issues — how much advertising builds an asset and how long lived is that asset? MH (2006, p. 8) suggests: 

An advertisement proclaiming the reliability of a good would seem, at least in part, to be expenditure on an asset. An advertisement proclaiming a price reduction for the next two weeks would seem to be better thought of as an intermediate spending, although if it is building a reputation for lower prices that would be an asset. 

Certain types of advertising expenditure have been excluded from advertising expenditure estimates in CHS-type studies because they are not considered to be asset building — for example, CHS (2005) included only national ads as they were considered to be those aimed at selling specific products rather than promoting sales at specific stores; and classified ads were excluded from the UK study (MH 2006) and Australian market sector study (Barnes and McClure 2009).

Further expenditure was then excluded because the ads had short-lived effects — that is, ads with a service life of less than one year would be an expense not an investment. CHS (2005) noted that while the literature finds that the effects of advertising are generally short-lived, more than half has a service life of at least one year. From this they assumed that 40 per cent of the advertising expenditures considered to be asset building should be excluded from investment and this has been followed in other country studies. 

The depreciation rate for the remaining advertising investment was then assumed to be 60 per cent. CHS (2006) noted that the literature reports a wide range of findings on the longevity of advertising capital — with studies estimating service lives of between 0 and 7 years. They concluded that advertising has a service life of less than 3 years, implying a geometric rate of depreciation of 60 per cent. 

These assumptions were particularly influenced by the work of Landes and Rosenfield (1994). They estimated that for 20 US industries the implied annual geometric rate of decay of advertising was: less than about 55 per cent for 7 industries (mainly manufacturing); 65-70 per cent for another 7 industries (some manufacturing and some service industries); and more than about 90 per cent for the remaining 6 industries (service industries).
Vakratas and Ambler (1999) provides a survey of empirical studies on how advertising works, including market response models. They note some technical issues that hamper estimation of the longevity of advertising and contribute to the wide range of results — for example, they cite studies that estimate that advertising effects dissipated after 16-32 weeks; 6-9 months; 3-15 months; and greater than 1 year. Nakamura (2005) suggests that the longevity of advertising varies by product, with advertising for repeat purchase and durable goods plausibly having a long life of over several years.

Wyatt (2008) notes there is a gap in the literature on the long-term effects of advertising expenditure. No Australia-specific studies that provide sufficient detail to arrive at an appropriate average depreciation rate for industry sectors have been identified. However, the literature cited above suggest that the CHS assumptions are not unreasonable ‘placeholders’.

	


Purchased organisational capital

CHS assume 80 per cent of spending on management consulting services relate to building organisational capital. The remainder is assumed to be related to be day-to-day advising on, for example, short-term personnel problems, which is assumed not to build organisational capital. This approach is followed in this paper, given the very limited available data about the Australian management consulting industry.
A.

 SEQ Heading2 3
Deflators

Column 5 of table 
A.1
 shows the deflators used to convert nominal values for investment in intangibles into their real counterparts. As noted by CHS (2005, p. 36), this conversion is difficult because intangibles are often owner constructed or difficult to measure services with no available or reliable price deflator. In CHS (2006), the authors settle on the use of a pure output deflator (non-farm business output) as a proxy for the price of intangibles, while noting that this proxy is a ‘placeholder’ until further research develops deflators for specific intangibles. For a discussion of the relative merits of an output versus a wage deflator for this purpose, see CHS (2006, pp. 14–5). 

The equivalent deflator in the Australian context at the sectoral level is the implied sector gross value added (GVA) deflator, derived from current price and chain volume series in the Australian national accounts.
 This deflator is used for all categories of intangible except for:

· computer software and artistic originals — ABS real gross fixed capital formation series are available for these intangible assets (based on asset-specific implicit price deflators)

· financial product development — an implied Finance & insurance GVA deflator (derived from the Australian national accounts) was used. As discussed by Marrano, Haskel and Wallis (MHW 2007, p. 15), the most relevant output deflator is the one for the output that presumably embodies the knowledge that the R&D is generating

· firm-specific human capital — as this intangible mainly comprises wage costs, a sectoral wage deflator (the average weekly ordinary time earnings for full-time adults) was used. 
A.

 SEQ Heading2 4
Capital series

The ABS estimates the stock of software, mineral exploration and artistic originals and these national accounts data are used in this paper. The measurement framework used to derive estimates of the stock of each the ‘new’ intangible is the perpetual inventory method (PIM).
 PIM can be represented by 

Rt+1 = (1-()Rt + Nt 

where ( is the geometric constant depreciation rate of the asset
, 
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 is the intangible stock  and 
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N

 is the flow of investment (expenditure in constant prices) at time t.

Assuming that preceding the initial observation (the first available data point), there was a long period of real investment growth at a constant rate of g, the initial stock of intangible capital in period t = 0 (Ro) can be calculated using 

Ro = No /(g + δ) 

where No is the investment in the intangible (in constant prices) during the first year for which data are available; and g is approximated by the average annual logarithmic growth of investment in the intangible (in constant prices) over the full period for which data on the intangible are available. 

This application of the PIM differs from that used in the United States, United Kingdom and Japanese studies in the assumptions related to the initial stock. CHS (2006) assumed an initial stock of zero in a specific year for each asset (for example, 1928 for advertising). MHW (2007) assumed an initial stock of zero for all intangible assets in 1970. Fukao et al. (2008) constructed their initial stocks as they had investment data back to 1973 and began their stock estimates in 1980. The method used in this paper, as described above, does not set an initial stock equal to zero but can be used to calculated the initial stock in any year (1989-90 in this case) for which investment flow data are available. It does assume a constant rate of investment growth for the period prior to the first data point for investment. However, this does not make a large difference to the initial stock estimates because of the high depreciation rates and the initial stock is largely depreciated by 1993-94 (the period from which the estimates are used in the analysis).
The investment flows (Nt) for each intangible were calculated as described above. The depreciation rates (() used for each new intangible in the PIM are those used in CHS (2006) to enable comparability (column 6 of table 
A.1).
 These assumed rates are based on the interpretation by CHS of the empirical literature for R&D and brand equity and their view that firm-specific human capital and organisational capital lie between R&D and brand equity in terms of longevity (further details are provided in appendix A of Barnes and McClure 2009).
 The average ABS depreciation rates for software and artistic originals are included for comparison.

For this paper, an attempt was made to assess the appropriateness for the Australian context of the assumed depreciation rate for advertising (box 
A.2). While it has not been possible to validate this assumption for the Australian context, the available literature suggests the CHS assumption is not an unreasonable ‘placeholder’ until other information becomes available. 
�	The series used are total expenditure on R&D, including capital expenditure, not just current expenditure. This means that there is some double counting of capital expenditure (as it is already counted in tangible investment), as was also the case in the UK study. However, capital expenditure was only 6 per cent of total Australian BERD in 2005-06.


�	No attempt has been made to specifically deduct purchases of intermediate inputs counted elsewhere in intangibles (particularly computer software). In line with CHS (2005), the percentage of intermediate purchases assumed to be product development (20 per cent) is conservative to account for this overlap. 


�	ABS Cat. no. 6278.0 (2005, p. 48) defines skills gained through the completion of a training course as transferable if they could be used in a similar job with another employer. It estimated that 90 per cent of reported work-related training courses completed by employees were considered by the employees as providing skills that were transferable. However, it was also the case that employees considered that 93 per cent of this training had not helped them gain a pay rise or promotion.


�	For a discussion of the economics of general versus firm-specific training see Borland (1990).


�	For ABS estimates of the human capital stock based on education and work experience see Wei (2008).


�	See appendix A of Barnes and McClure (2009) for further details on the construction of the market sector series. For 1989-90 and 1990-91 Cat. no. 6353.0 provided an industry breakdown of training hours per employee but not total employee numbers (which were available from labour force survey data in Cat. no. 6291.0).


�	Australian Standard Classification of Occupations, Second edition, 1997 (ABS Cat. no. 1222.0) has been used or the closest available occupation from earlier occupational classifications (see appendix A of Barnes and McClure 2009).


�	For business R&D, this differs from the R&D deflator used by the ABS in its R&D estimates in the December 2009 Australian national accounts. As noted above, these data were not available at the time the main analysis for this paper was undertaken.


�	See ABS (Australian System of National Accounts, Cat. no. 5204.0) for further details. MHW (2007) similarly use the software deflator from the UK Office of National Statistics.


�	The ABS also uses the perpetual inventory method to estimate the stocks for the national accounts intangibles. However, the ABS method is more complex than the method used in this paper (see ABS 2000, chapter 16).


�	In the capital measurement literature, this form of PIM corresponds to the geometric age-efficiency profile for the productive capital stock. This differs from the hyperbolic function used by the ABS for tangibles and the national accounts intangibles, where the decline in efficiency of the asset increases as the asset ages (ABS 2000, para. 16.19–16.21).


�	CHS (2006, p. 23) note that the use of this identity assumes that investment becomes productive as soon as it is put in place. This assumption, which avoids the complication of different gestation lags for different assets, is in line with much of the growth accounting literature.


�	It should be noted that the United States, United Kingdom and Japanese studies appear to use the simple PIM for estimating the capital stocks for the existing national accounts intangibles. As noted above, the Australian ABS estimates for these assets that have been used in this paper are based on a more complex approach.


�	It should also be noted that the ABS has assumed a mean asset life of 11 years in its recent estimates of R&D capital, rather than a 10 year asset life which is consistent with a 20 per cent depreciation rate (as is used in this paper). (ABS Cat. no. 5310.0.55.002) 


�	These depreciation rates differ from those in the US study, which used 33 per cent for software and 20 per cent for artistic originals (CHS 2006, p. 23). Some sensitivity testing of the growth accounting results to depreciation rate assumptions for the new intangibles is presented in appendix C.
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