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Labels

Introduction

Discussion in this text explains legal method by reference to models. Sometimes discussion refers to any item such as a statute or a meaning of an ambiguous provision. On other occasions, though, it refers to a collection, list, range or set of items. Here the labelling system is explained for the benefit of readers. The explanation sets out the general use of labels. It is possible that there may be variations for special cases. Where this happens the text will indicate that it is a special case or it will be obvious from the context.

General Form

Labels

To designate an item in an abstract way the label or name of the item commences with a capital letter. Major examples are Element, Statute and Meaning. 

Numbers

Abstracted items in a set, range, list or collection are numbered. For example, the elements of a legal rule are labelled Element 1, Element 2, Element 3 and so on. These numbers are ways of identifying elements and distinguishing one from another. They are generally not intended to create any list according to preferences or values.

Capital Letters

Where an item is illustrative of some possibility it is designated with a capital letter, for example Meaning X. A second such item could be designated with some other letter, for example, Meaning Y.

Special Devices

Range of Items

A range, set, collection or list of items is conveniently designated by the first and last member linked with a hyphen. For example, where a legal rule has four elements the list or range of elements can be designated as Elements 1-4.

Use of ‘n’

In a particular instance there will be a specific number of items in a set. For example a particular legal rule might be composed of five elements so that the range of elements would be designated as Elements 1-5. In contrast to this there is the case of a general model that tries to represent all cases of a set. Obviously the number of items in the set will vary from case to case. This is catered for the by designating the last item in the list by using the standard mathematical designation ‘n’. This means, for example, that the list or range of elements of any legal rule can be represented as Elements 1-n.

Use of ‘0’

There is a special case with options where one of the options is to do nothing and leave things as they are. This occurs, using the obvious example, with the proposed making of a statute where one option is just not to enact a statute. In this case the option is labelled with the symbol for nought, namely ‘0’. Thus the option not to enact a statute is designated as Statute 0. Statute 0 represents the option for a legislature not to enact a statute on a topic whereas Statutes 1, 2, 3 etc are options for different versions of statutes on the topic.

Use of ‘(‘and ‘≈’
In some places the text refers to one thing being the equivalent of another, or in plain language ‘matching’. For example, legislation is enacted to achieve a desired effect and if it is achieved the desired effect matches the actual effect. In diagrams this relationship is represented by ( which is the standard mathematical notation for equivalence. However, there is an alternative, namely that in practice the best actual effect is not the equivalent of the desired effect but is an approximation. This is indicated by the ‘approximately equal to’ symbol (≈).

Two or More Versions of an Item

If there are two or more versions of an item they are distinguished by additional letters or numbers as the case requires. For example:

(1)
If Element 2 has two meanings, the versions of Element 2 can be designated Element 2A and Element 2B.

(2)
If there are two versions of Fact 2 in a case, one propounded by the plaintiff and the other put forward by the defendant they can be designated ‘P’ and ‘D’ to signify the plaintiff’s and the defendant’s versions. Thus the two versions are Fact 2P and Fact 2D.

Subdivisions of an Item

Subdivisions of an item can be designated with a numbering system that invokes the form but not the meaning of decimal points. Thus if Element 2 has three sub-elements, they can be designated Element 2.1, Element 2.2, and Element 2.3. This process can keep going. Thus, if Element 2.2 has two subdivisions they can be designated Element 2.2.1 and Element 2.2.2.

Corresponding Items

Sometimes there are sets with corresponding items. This can occur for a number of reasons:

(1)
For making and interpreting law, items correspond because of causation. Each version of a statute on a subject and each meaning of an ambiguous provision will cause an effect (if the statute is enacted or the meaning is declared by a court to be legally correct).

(2)
In the model for using law, elements and facts correspond because each element delineates a category of facts so that in a particular case the element is satisfied by a fact that falls within that category.

(3)
In the model for proving facts (which is contained within the model for using law) facts and evidence correspond because each fact is proved or potentially provable by a piece of evidence.

Corresponding items are labelled with the same number. To illustrate this:

(1)
Statutes and meanings causing effects. Statute 0 causes Effect 0, Statute 1 causes Effect 1, Statute 2 causes Effect 2 and so on. Meaning 1 causes Effect 1, Meaning 2 causes Effect 2 and so on. Similarly, Statute X (or Meaning X) causes Effect X while Statute Y (or Meaning Y) causes Effect Y.

(2)
Facts satisfying elements. Fact 1 is the label given to a fact that fits within or satisfies Element 1, Fact 2 is the label given to a fact that fits within or satisfies Element 2 and so on.

(3)
Evidence proving facts. Evidence 1 is the label given to evidence that might prove or has proved Fact 1, Evidence 2 is the label given to evidence that might prove or has proved Fact 2, and so on.

Labels of correspondence can also be used to make collective statements. For example, Statutes 0-n cause Effects 0-n, and Evidence 1-n proves Facts 1-n. These collective statements are to be construed according to the maxim reddendo singula singulis. Literally this says that each is rendered on their own. In plainer language, the items are to be taken singularly so that each item in the first list is paired with the corresponding item in the second list.

Tables

As has been stated a list of items can be designated by reference to the first and last item. For example, the meanings of any ambiguous provision can be designated as Meanings 1-n. Lists such as these are often represented in a table. For example, Meanings 1-n can be represented in a table in the following way:

	Meanings

	Meaning 1

	Meaning 2

	Meaning n

	Figure 1 Meanings


In this presentation it is not strictly necessary to include Meaning 2. Indeed, it is actually redundant, when n = 2. However, it usefully emphasises the sense of a list that sets out the range of options or possibilities. This is why an item numbered ‘2’ is included in all similar lists.

Diagrams

Tables can be amalgamated to become a diagram. A diagram generally has two or more columns and rows. Generally a column has a heading. In discussion the book refers to these as follows:


#
Columns: by their number from the left hand side to the right hand side – Column 1, Column 2 and so on – even though the column label and number are not displayed in the diagram. 


#
Rows: by their number from the top to the bottom – Row 1, Row 2 and so on – even though the row label and number are not displayed in the diagram

To illustrate the use of a diagram, the meanings of an ambiguous provision and the effect that each would cause if declared legally correct by a court are set out in the diagram below, being Figure 2. In this diagram Column 1 shows the meanings and Column 3 shows the effect that each meaning causes. Column 2 contains an arrow pointing from Column 1 to Column 3 indicating that each meaning in Column 1 causes the corresponding effect in Column 3:

	Meanings
	(
	Effects

	Meaning 1
	
	Effect 1

	Meaning 2
	
	Effect 2

	Meaning n
	
	Effect n

	Figure 2 Meanings and Effects


Probability

A number of symbols are used for probability:

P(A) = probability that event A occurs 

P(B) = probability that event B occurs 
P(A
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B) = probability that event A or event B occurs (A union B)

P(A
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B) = probability that event A and event B both occur (A intersection B)

P(A') = probability that event A does not occur 

P(A | B) = probability that event A occurs given that event B has occurred already (conditional probability)
P(B | A) = probability that event B occurs given that event A has occurred already (conditional probability)
P(B | A') = probability that event B occurs given that event A has not occurred already (conditional probability)
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(the empty set) = an impossible event 

S (the sample space) = an event that is certain to occur 
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