	
	


	
	



D
Control variables
Theoretical and empirical models suggest there are many determinants of productivity. Surveys of these determinants, from an Australian perspective, are provided in Dawkins and Rogers (1998), Rogers (2003) and Parham (2004). The control variables included a range of Australian studies are listed in table D.1.
A core set of control variables have been used (or at least tested) in the aggregate model and all the industry models in this paper (see sections D.1 to D.6). In addition, industry-specific control variables have been used for some individual industries or group of industries (for example, weather for Agriculture) (see sections D.7 to D.9). Other possible control variables, not included in the modelling for this paper, are outlined in section D.10. (Where appropriate, variable names are provided in brackets in the following discussion.)
The details of variable selection for the aggregate and industry models and the ‘test down’ procedure are discussed in appendixes E, F and J. The discussion in this appendix is restricted to the broad theoretical basis for the relationship between these variables and productivity and the data sources for the included control variables.
As the modelling in this paper is an extension of the work on R&D in Shanks and Zheng (2006), material for some of the variables in this appendix draws heavily on that paper. Brief surveys of the empirical literature for those variables can be found in appendix D of Shanks and Zheng (2006) and is not reproduced in this paper. 
D.1
R&D

R&D activity forms knowledge assets that generate a flow of services into production and can be a source of spillovers and productivity growth (see Shanks and Zheng 2006). 

The R&D stocks used in this paper were constructed for use in Shanks and Zheng (2006). For a full discussion of their construction and their relationship with productivity see appendixes A-C and F of that paper. A brief overview of the main R&D variables used in this paper is provided below.
Table D.1
Selected Australian productivity studiesa including a range of control variables

	
	
	
	 
	Control variables

	

Author
	
Agg (A)
/Ind(I)
	
Dep. variable
	
	
Infra-structure
	

Openness
	Int. comp. (Terms of trade)
	

R&D
	Labour market change
	
Human capital
	
Business cycle
	

Trend
	

Otherb

	Aggregate and multiple-industry studies
	
	
	
	
	
	
	

	IC (1995)
	A/I
	MFP
	
	public 
(for ind. only)
	(
	(
	(
	
	(
	
	(
	Energy prices; weather

	Madden and Savage (1998)
	A
	LP
	
	ITT
	(
	(
	
	
	(
	
	
	

	Louca (2003)
	A
	MFP
	
	
	(
	
	(
	(
	(
	(
	
	

	Valadkhani (2003)
	A
	LP
	
	ITT
	(
	
	
	(
	(
	
	
	Real exchange; rate real wage

	Connolly et al. (2004)
	A
	LP
	
	
	(
	
	(
	(
	(
	
	
	Rainfall; range of financial mkt indicators; Syd. Olympics stocks

	Connolly and Fox (2006)
	A/I
	MFP
	
	ITT, public
	(
	(
	(
	
	
	(
	(
	Energy prices; financial dereg; weather

	Shanks and Zheng (2006)
	A/I
	MFP
	
	IT, public, comms
	(
	(
	(
	(
	(
	(
	(
	Energy prices; weather

	Single-industry studies
	
	
	
	
	
	
	

	Chand et al. (1998)
	MAN 
(2 digit)
	Output
	
	public
	(
	
	(
	
	(
	
	
	

	Mahadevan (2002)
	MAN 
(2 digit)
	TFP
	
	public
	(
	
	(
	
	
	
	
	Firm number, sales


MFP = multifactor productivity; TFP = total factor productivity; LP = labour productivity; ITT = information and telecommunications technology. a(Does not include studies by Dowrick’s cross-country studies that generally include a variable of interest together with a cycle variable, rather than a range of variables. These studies are discussed in the relevant sections below. b(These are generally industry-specific variables.
Domestic knowledge stocks

Market sector 

The Australian business R&D capital or knowledge stock is based on data from surveys of business R&D expenditure and the perpetual inventory method (PIM) with an assumed decay rate of 15 per cent (figure D.1). Stock of business own-financed R&D capital (‘rbus15of’) declined in real terms between 1975-76 and 1981‑82, followed by a rapid acceleration and high rates of growth in the stock. 
Total gross R&D capital is based on data from surveys of all sectors and the PIM with an assumed decay rate of 10 per cent (figure D.1). The stock of total gross R&D capital (‘rg10’) assumes a lower decay rate reflecting the higher share of basic research in higher education and government R&D expenditures that make up the non-business sector component of the total stock. The non-business sector shows less volatility in its growth patterns than does the business sector, resulting in less volatility in the total gross R&D stock.
Figure D.1
Growth in business own-financed R&D capital and total gross R&D capital, 1969-70 to 2002-03a
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a R&D capital stocks based on expenditures deflated using the GDP implicit price deflator (GDP (IPD)). Market sector business R&D excludes Property & business services other than Scientific research. Business R&D depreciated at 15 per cent and total gross R&D depreciated at 10 per cent.
Data sources: Shanks and Zheng (2006); ABS (Research and Experimental Development, Businesses, Australia, Cat. no. 8104.0); ABS (Research and Experimental Development, All Sector Summary, Australia, Cat. no. 8112.0); ABS unpublished data. 
Industry 

Industry’s own R&D capital stock was based on the same data and methods as for the market sector, that is, use of the perpetual inventory methodology with an assumed rate of decay of 15 per cent. However, due to data limitations it was only possible to construct R&D stocks for Mining (MIN), Manufacturing (MAN) and combined Wholesale & retail trade (WRT).
The ABS business enterprise R&D survey excludes enterprises mainly engaged in Agriculture, forestry & fishing (AG). This is largely because such enterprises are believed to have very low levels of R&D activity, as R&D activity for this industry is generally carried out by specialised research institutions, such as state departments of agriculture, CSIRO and the agricultural faculties of universities (Mullen et al. 2000). Therefore, for Agriculture, forestry & fishing the non-business stock of R&D (based on R&D performed by higher education, government and non-profit institutions) was used. These data are only available for the economy as a whole. A 7.5 per cent decay rate was assumed for the non-business R&D stock to reflect that this stock consists of knowledge at a more basic or fundamental level. It is expected that the value of this type of knowledge to economic production ‘depreciates’ at a rate that is much slower than the bulk of business R&D. 

Average growth in industry own-financed R&D was higher in WRT and Mining than the other industries (figure D.2). 

Figure D.2
Industry’s R&D capital stocka, 1974-75 to 2002-03

Indexes 2000-01 = 100
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Financial years beginning 1 July of year specified. a Industry’s own-financed R&D capital stock depreciated at 15 per cent (rown15_o) for all industries, except Agriculture, forestry and fishing, which is aggregate non-business stock of R&D depreciated at 7.5 per cent (rnb75_u) 
Data source: Shanks and Zheng (2006); authors’ estimates.

Foreign knowledge stocks

Shanks and Zheng (2006) constructed time series of foreign knowledge stocks using R&D expenditure data from the OECD’s Analytical Business Enterprise Research and Development database (ANBERD). The R&D expenditure of fourteen countries was included in the construction of the stocks — Canada; Denmark; Finland; France; Germany; Ireland; Italy; Japan; Netherlands; Norway; Spain; Sweden; United Kingdom; and the United States. 

Various weighting schemes were used to aggregate the fourteen stocks into a single stock representing the potential spillover to Australia of knowledge from investment in foreign R&D. The different weighting schemes give different estimates of the growth in Australia’s potential spillover pool from abroad (see appendix F, Shanks and Zheng 2006). 

In this paper, the main foreign R&D variable used in the market sector regressions is foreign gross stock of R&D with assumed decay rates of 15 per cent weighted by country import intensities (‘rfg15ch’) (figure D.3, upper panel). 

Industry-specific potential spillover pools can be constructed if foreign industry level R&D expenditure data are used rather than country-level data. Aggregating up from industry-level data opens-up the possibility of taking account of both inter-industry and inter-country relationships, hopefully resulting in a more accurate indicator of the unobserved spillover pool. In this paper, industry-specific variables were used when examining Manufacturing. 
The Manufacturing equivalent to the import intensity weighted measure for the market sector is shown in figure D.3, upper panel (‘rfbtdioch’). An alternative weighting scheme for Manufacturing, based on elaborately transformed manufactures import shares and inter-industry weights, is shown in figure D.3, bottom panel (‘rfbteio’). 

Figure D.3
Growth in Australia’s potential spillover pool, 1974-75 to 2001‑02 

Assumed decay rate of 15 per cent 
	Foreign gross R&D import intensity weighted spillover poola
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Financial years beginning 1 July of year specified. a For Manufacturing the import shares are based on the import share and inter-industry weight. b Country weighted by shares in elaborately transformed manufactures and industry weighted by inter-industry weights from the Australian System of National Accounts input-output tables. 
Data sources: OECD (Analytical Business Enterprise Research and Development (ANBERD) database); Shanks and Zheng (2006). 
The bi-variate relationship between business R&D and productivity 

This section investigates the bi-variate relationship between Australian business R&D and productivity. 

Market sector 

The uppermost left-hand panel of figure D.4 plots the MFP index against the index of the Australian business R&D stock. Both indexes are trending upwards over time, which gives the appearance of a strong relationship. The other panels does not show any clear relationship between growth in MFP and growth in R&D stock. Higher levels of R&D activity are not clearly associated with higher productivity growth rates. 

The scatter plots are of the contemporaneous relationship between R&D and productivity. Lagged effects of R&D on productivity, which could be obscuring relationships in the MFP growth panel, are not taken into account. 

Figure D.4
Plots of the long-run relationship between R&D and productivity in the market sector
Business R&D stocks depreciated at 15 per cent. 
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Data source: Shanks and Zheng (2006).

Industry 

While the bi-variate relationship between the level of R&D and productivity at the industry-level is not clear-cut when examining the co-movements of the two indexes, there is some evidence of a positive correlation between them (figure D.5, left column). 
Figure D.5
MFP versus industry’s own R&D capital, 1974-75 to 2002-03

Indexes 2001-02 = 100; Growth per cent per year
	Manufacturing
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	Mining
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	Wholesale & retail trade

	[image: image11.emf]60

70

80

90

100

110

0 20 40 60 80 100 120

MFP index

R&D index


	[image: image12.wmf]-10

-5

0

5

10

15

20

25

-10

-5

0

5

10

15

20

25

30

35

40

Net growth in Bus. R&D (%) 

Growth in MFP (%)




Data source: Shanks and Zheng (2006).
Manufacturing MFP has largely increased continuously since 1974 with only a small decline in 1994 and 2002. However, the industry’s own R&D capital stock declined every year between the second half of the 1970s and early 1980s, reached its trough in 1983, and then exhibited a steady increase. This caused a negative correlation between R&D and MFP in Manufacturing in the early years, followed by a positive correlation thereafter. 
The bi-variate relationship in Mining is clearly non-linear. While a positive trend can still be seen to dominate the whole period, several negatively correlated segments are quite visible. This may be partly due to the fluctuations in the rate of MFP growth in the industry. 

A positive linear trend is more readily apparent in the plot of MFP against R&D capital in Wholesale & retail trade. The positive correlation appears strongest in this industry. 

There is no clear evidence of a contemporaneous correlation between the growth rates of MFP and own-industry R&D capital (figure D.5, right column). Higher growth rates in business R&D capital are not clearly associated with higher growth in MFP. However, lags and other influences on productivity could be obscuring a relationship. 

D.2
Trade openness, terms of trade and international competitiveness

Trade openness

The most commonly used index of trade openness (‘topen’) is the ratio of combined imports and exports over GDP (figure D.6). Alternative measures are the ratio of imports (broadly measured to include imports of capital, intermediate inputs, consumption and other imports) over GDP (‘tiopen’) and the ratio of imports of elaborately transformed manufactures over GDP (‘tiopente’).

A recent paper (Bolaky and Freund 2004) finds that, among relatively unregulated economies, such as Australia, an increase in this measure of trade openness is associated with an increase in GDP per person. 

Figure D.6
Trade openness index, 1959-60 to 2002-03

(Imports + Exports)/GDP 
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Data source: ABS (Australian System of National Accounts, Cat. no. 5204.0). 

The reasons why trade openness may be expected to be associated with productivity growth
 are: 

· increased competition
· specialisation
· transfer of knowledge.

However, there are a number of counter-arguments. 

· Trade cannot induce growth if factor movements are restricted, for example, where there are regulations preventing firm entry/exit and labour movement (Bolaky and Freund 2004).

· Governance and institutional quality are dominant determinants of economic growth (see, for example, Rodrik et al. 2002).

· The proxies for openness used in empirical studies are more reflective of geographic factors than trade-related policy measures.

Empirical studies, while generally finding a positive relationship between growth and openness, produce a wide range of results for the size of the effect — in part because of the use of different measures of openness. For a brief discussion of this literature see appendix D of Shanks and Zheng (2006). 
Terms of trade

Australia’s terms of trade (‘ToT’) is expressed as an index and is calculated by dividing the implicit price deflator (IPD) for exports of goods and services by the IPD for imports of goods and services, multiplied by 100 (figure D.7). Alternatively the index can be for goods only (‘totgoods’).

An increase in the index suggests an improvement in Australia’s terms of trade, enabling it to purchase more imports from the same amount of exports. A decline in the index suggests a deterioration in Australia’s terms of trade, requiring it to export more to purchase the same amount of imports. 

Figure D.7
Goods and services terms of trade (seasonally adjusted), September 1959 to June 2004
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Data source: ABS (Balance of Payments and International Investment Position, Australia, Cat. no. 5302.0).

Policy measures

The effective rate of assistance (‘era’) is the percentage change in returns per unit of output to an activity’s value-adding factors due to the assistance structure. The effective rate measures net assistance, by taking into account the costs and benefits of government intervention on inputs, direct assistance to value-adding factors and output assistance. A negative relationship between the effective rate of assistance and productivity is expected.
At an industry level, the effective rates of assistance may be correlated with trade openness. The effective rate of assistance also takes into account the effect of protection and assistance on input costs. In some cases, output assistance — such as tariffs on imported products — may be less than, or equal to the negative assistance — the increased price of inputs resulting from tariff protection of input producing industries. Where this is the case, assistance may seem low (or negative); however it is unlikely that these industries are as ‘trade‑open’ as unprotected industries. 

The effective rates of assistance indexes are the best available measures of trade openness at the industry level. Indexes are available at a detailed level for manufacturing covering the time period 1968-69 to 2002-03. Agriculture, forestry & fishing is available from 1970-71 to 2002-03, and Mining is available from 1997‑98 to 2002-03. 

After being relatively steady in the latter half of the 1970s and into the 1980s, the rate of decline in effective rates of assistance accelerated around 1984 and continued to fall rapidly until around 1997 (figure D.8).

Figure D.8
Effective rates of assistance for total manufacturing, 1968-69 to 2002-03
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Data source: Commission estimates. 

D.3
Human capital

Human capital has been proxied in empirical studies using a variety of measures, including various educational measures and experience measures. For a brief survey of the results of selected empirical studies of human capital and growth see appendix D of Shanks and Zheng (2006). A positive relationship between human capital and productivity is generally found. 
For the modelling in this paper two alternative measures have been used — the ABS measure of quality adjusted labour inputs (‘QALI’), which is available only for the market sector in total, and the share of employed persons with post-school qualifications, which is available for the market sector (‘edu’) and individual ANZSIC industries (‘[industry]edu’). These measures are described in the following sections.
The quality adjustment of labour inputs for the market sector 

When a labour quantity input measure is used in estimation of productivity growth, the effect of a shift in skill composition toward the skilled on output growth is captured in higher productivity growth and not higher labour input growth. Accounting for changes in composition of the workforce as ‘embodied’ increases in labour input would make productivity estimates more accurate and representative of actual ‘disembodied’ improvements in productivity. An outline of the growth accounting framework is provided in box D.1.

The ABS recently released experimental estimates of a labour services measure that accounts for changes in skill composition. The estimation method used by the ABS is similar to that already being used by the Bureau of Labor Statistics (BLS) in the United States. The ABS method distinguishes between labour force groups on the basis of skill. Groups are defined by educational attainment, work experience and gender. Work experience is used as a proxy for the on-the-job training and skill development that workers receive while employed. The gender distinction accounts for any differences in the productivities of males and females in different educational attainment and experience groups.

While it is assumed that differences in the skill level between workers result in differences in marginal products, these differences are very difficult to observe directly. The ABS has assumed that these differences can be observed indirectly through differences in wage rates. This is based on the assumption that, in competitive markets, firms will pay workers according to their marginal product. And so, wage rate differences reflect productivity differences. 

Do not delete this return as it gives space between the box and what precedes it.
	Box D.1
Framework for analysis of changes in skill composition

	Growth in labour services is equal to growth in labour quantity plus the change in the skill composition of labour. The contribution of skill composition to output growth and productivity growth is equal to the change in skill composition multiplied by the labour income share. These relationships can be demonstrated using the following Cobb-Douglas function
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where output (Y) is a function of capital (K), labour services (L) and multifactor productivity (A). 

Taking the log of this function and converting to growth rates
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, that is, growth in labour services (l) is equal to growth in labour quantity (h) and growth in skill composition (lsc).
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Now expressing in terms of labour productivity growth
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Which simplifies to
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Therefore, labour productivity growth is equal to multifactor productivity growth, plus capital deepening ([image: image24.wmf])

(

h

k

s

k

-

) plus the contribution of changes in skill composition ([image: image25.wmf]sc

l

l

s

).

	Source: Barnes and Kennard (2002).

	


The relative wages of the different labour groups are used as weights to aggregate the hours worked by each group to form an aggregate labour services measure. With the assumption that wages reflect marginal products, the labour services measure reflects the different productivities of the hours worked by the different groups. The greater the education level and experience a classification of worker has, the greater will be the corresponding wage level and the greater will be the weighting in the labour services input index. A shift in composition toward skill will shift the aggregate labour services measure further above the aggregate hours worked measure.

Whilst the ABS methodology is largely similar to the framework used by the BLS, one major difference is the estimation of the work experience measure. The BLS is able to use data on actual work experience, but these data are not available in Australia. Instead potential experience is calculated, based on age, years of education and the number of children in the case of female workers.
 This measure regards education years and work experience years as mutually exclusive and therefore will not capture work experience gained whilst studying, such as from part-time employment. 

Figure D.9 compares quality adjusted hours worked with unadjusted hours worked. The quality adjustment increase the rate of growth in hours worked as ‘effective’ hours worked are higher due to increase in the quality of labour.
Figure D.9
Hours worked and quality adjusted hours worked, market sector, 1982-83 to 2003-04

Indexes 2002-03 = 100
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Data source: ABS (Australian System of National Accounts, Cat. no. 5204.0).

Education indicators for changes in the quality of labour 

Various educational indicators can be used as proxies for changes in the quality of labour at the whole-of-economy, market sector, and/or industry-level. Two common indicators are: the proportion of employed persons with secondary school qualifications; or the percentage of employed persons (15-64) with post-school qualifications. 
The post-school qualifications measure is used in the modelling for this paper. It is defined to include employed persons with: 

(a) a degree or higher (a bachelor degree, a graduate or post-graduate diploma, masters degree or a doctorate); and

(b) other qualifications (including vocational or trade qualifications). 

This series was constructed for the R&D modelling in Shanks and Zheng (2006). It is based on data from the ABS supplementary survey to the Labour Force Survey, Survey of Education and Work. There are several minor changes in the series, details of which are provided in Education and Work (ABS Cat. no. 6227.0). However, there is a major break in the series in 1993, with the introduction of the ABS Classification of Qualifications. This involved a reclassification by the ABS of people holding qualifications earned as a result of less than one semester’s full-time study from the ‘with post-school qualifications’ group to the ‘without post‑school qualifications’ group. This change, combined with another change to the wording of the questionnaire, is estimated by the ABS to have lowered the total for the ‘with post-school qualifications’ group in 1993 by 400 000 to 500 000 compared with the old methodology (ABS 1993). 

This structural break in the series was adjusted for by estimating the following econometric model 


Et = α + β(t) + δ(d) + εt 
where E is the proportion of employed with post-school qualifications at year t, α is the intercept, t is a time trend, d is an intercept dummy equal to 0 prior to 1992-93 and 1 from 1992-93 onwards, and εt is the residual. 

A consistent series is constructed using the estimated parameters and is defined to be


Et ‑ δ(d) = α + β(t) + εt 
This effectively makes the later observations in the series consistent with the earlier observations. Further background to the method of construction of the education time series is provided in appendix D of Shanks and Zheng (2006). 

The share of employed persons in the market sector with some form of post-school qualifications increased from about 30 per cent in 1978-79 to about 50 per cent in 2002-03 (figure D.10). There is significant variation by industry — Mining has the highest share of employed with post-school qualifications (figure D.10).

Figure D.10
Proportion of employed persons with post-school qualificationsa, aggregate and industry divisions, 1978-79 to 2002-03

Percentage share
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(continued on next page)

Figure D.10
(continued)
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	Communication services
	Finance & insurance
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a Adjustments have been made to obtain a consistent time series; they are detailed above, in the text. 

Data sources: Based on ABS (Education and Work, Australia, Cat. no. 6227.0); Shanks and Zheng (2006); authors’ estimates.

This education measure is not directly comparable to the school enrolment rates and average years of education used in most other studies. However, Industry Commission (1995), which used a comparable measure (the percentage of labour force with post-secondary education), reported an elasticity of 0.072 for MFP for Australia over the period 1975-76 to 1990-91.
D.4
Centralised wage bargaining, unionisation and industrial disputes

These variables are proxies for changes in the industrial relations operating environment. Indicators of union membership (‘union’) and the degree of centralisation in wage determination (‘centbrg’) are sourced from the TRYM modeller’s database and working days lost from industrial disputes (‘disputes’) is sourced from the ABS (figure D.11). This figure shows data for the economy as a whole in the first two cases and for the market sector for disputes. Industry-specific data are available for some industries and these have been used in the modelling — for example, unionisation for EGW and disputes for Mining.
The centralised wage determination index is a subjective indicator: 

The TRYM wage equation also includes a dummy variable (QCC) that attempts to capture the effect of various institutional arrangements such as wage indexation (between 1975 and 1981), the Wages Pause (introduced in 1982) and various Prices and Income Accord agreements (since 1983). This dummy attempts to measure the degree of centralisation in various wage regimes, set to 0.8 in highly centralised periods and 0.2 in relatively decentralised periods. The values broadly represent the proportion of movements in the average minimum wage rate attributable to the national wage case decisions. Since 1987, with the movement towards productivity based enterprise bargaining, QCC has been assumed to be slowly declining. The interest with this dummy is the effect that the degree of centralisation in wage fixation may have had on sources of wage pressure. Allowance has also been made for the Metal Trades wage decision in the third quarter of 1974. (Stacey and Downes 1995, p. 15)

A negative relationship between these three variables and productivity is expected. Louca (2003) used the rate of industrial disputes (to account for labour market reform over the period 1984-85 to 1999-00) in state MFP regressions and found a negative relationship with productivity. 
Figure D.11
Union membership, wage centralisation and industrial disputes, various years

	Aggregate Union Membership
	Centralised Wage Determination Index
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Data sources: ABS (Modeller’s database-TRYM, Cat. no. 1364.0.15.003); ABS (Industrial Disputes, Australia, Cat. no. 6321.0).
D.5
Business cycle

A business cycle variable is often included to account for the procyclical nature of productivity.

Results in Shanks and Zheng (2006) highlighted the sensitivity of the regression results to the inclusion of a control variable for the business cycle and the choice of cycle variable. In that paper, the initial control variable used was the growth in value added for the market sector, but a number of alternatives were also tested. A discussion of trends in output and MFP volatility, the pro-cyclical nature of productivity measures and the range of alternative controls for the business cycle can be found in appendix L of that paper.
For the purposes of this paper, only a subset of those alternatives was used for the market. The main cycle variables used for the market sector modelling are discussed below — other cycle variables that were used only in single regressions are discussed where these results are reported. Specific cycle variables used for individual industries are discussed in section D.8.
Alternative controls for the business cycle 
· Simple measures that are collinear with movements in output may be used, such as the consumer price index (CPI) or bond yields (‘yrbond’ or ‘shrtbond’). However, they are also affected by structural shifts and may also lead or lag the business cycle and may not adequately ‘soak-up’ the effects of the cycle. 

· Sentiment-based measures, such as the ACCI-Westpac capacity utilisation measure, can also be used. It is a subjective measure based on survey respondent’s views as to the capacity utilisation they are working at (above, at, or below normal capacity). 
· Output gap measures provide more sophisticated methods for controlling the effects of the business cycle. The output gap is defined as growth in actual less potential output. When the economy is growing faster than its long-run potential, the measure is positive. It is negative when economic growth is slower than its potential. The different methods for measuring ‘potential’ output and the output gap include the following. 
· Henderson 11 term moving average filtered output gap (‘opgaph11’) is arrived at by univariate filtering.

· Reserve Bank output gap based on the simultaneous estimation of an output gap and Philips curve (‘rba051’) is arrived at by multivariate filtering (using structural information on the stage of the business cycle from the Philips curve relationship to improve estimates of the output gap).
 
There can be significant differences in the cycle measures at a point in time, although patterns over time appear broadly similar (figure D.12). 

Figure D.12
Alternative output gap measures, 1962-63 to 2002-03

Gap is growth in actual output less growth in measure of potential output 
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Financial years beginning 1 July of year specified. a(The Philips curve measure was provided by the Reserve Bank of Australia. The measure is described in an RBA discussion paper by Gruen et al. (2002). It was updated with more recent data using the exact median inflation equation published in the discussion paper for the ‘final vintage’ of data considered (refer table 1 of the discussion paper). Incorporating the updated data, the specification produces coefficient estimates and t‑statistics with very similar values to those reported in table 2. b There is a break in the ACCI-Westpac measure in 1987-88 as the capacity utilisation question was changed.(
Data sources: ABS (Australian System of National Accounts, Cat. no. 5204.0); ACCI-Westpac; Reserve Bank of Australia; authors’ estimates. 

The bi-variate correlation coefficients of the cycle variables with ln(MFP) can range widely. The coefficients against MFP and labour productivity growth show greater consistency (table D.2). 

Table D.2
Bi‑variate correlation between productivity and alternative business cycle controls, 1968‑69 to 2002‑03a
For ln(MFP) models, cycle variables are first differenced. For productivity growth models, cycle variables are second differenced. 
	Model
	Market 
sector output
	ACCI-Westpac
	Hendersen 
11 term gap
	RBA 
output gap

	Ln(MFP)
	-0.027
	0.122
	0.112
	0.104

	Δln(MFP)
	0.789
	0.321
	0.800
	0.682

	Δln(Labour Productivity)
	0.680
	0.278
	0.713
	0.568


a(The correlation coefficient between two variables X and Y is defined as equal to the covariance of X and Y over the product of the standard deviations of X and Y. The covariance of X and Y is E[(X – ux)(Y-uy)], where u is the mean of the variable. A correlation coefficient of -1 and +1 implies a perfect linear relationship. 

Source: Authors’ estimates. 

D.6
Digitisation of the communications network
Digitisation of the telecommunications network has increased transmission speed and quality and allowed a much wider range of voice and data services. This would imply a positive relationship with productivity in the long run.
 Madden and Savage (2001) use a digital technology index (one plus the percentage of mainlines served by digital switches). They found a negative relationship with productivity of the telecommunications industry, which they attribute to short-run adjustment costs, in a cross-country study including developing countries (p. 506). Fuss and Waverman (2005) included the interaction between the degree of digitisation of a country’s telecommunications infrastructure with the country’s stock of personal computers. They found the impact of computer penetration on aggregate labour productivity was enhanced by the digitisation of the telecommunications infrastructure. Barker et al. (2006) extended that study to include Australia in the cross-country panel and found similar results. 
In this paper the share of standard access lines that have been digitised (‘digi’), from the OECD Telecommunications database 2003, has been included in the modelling — both individually and as an interaction with other types of capital/infrastructure (see appendix E for a discussion of alternative methods of including this variable in the model). This is to account for the effects of digitisation of the copper network that are not reflected in changes in the capital services index for communication infrastructure. The data series for this variable starts in 1990.
D.7
Agriculture-specific variables

The amount of rainfall and farmers’ terms of trade were included as being relevant factors affecting productivity in Agriculture, forestry & fishing.

Weather

Connolly and Fox (2006) used the Southern Oscillation Index (‘soi’) from the Bureau of Meteorology to control for weather-induced volatility in their Agriculture regressions. This measure and the Rain index from the TRYM modelling database (‘rain’) are both tested in this paper. 

Farmers’ terms of trade

The farmers’ terms of trade variable (‘farmtot’) is the ratio of prices received by farmers to prices paid by farmers and is used only in the regressions for Agriculture. It specifically takes account of the changes in prices of inputs and outputs that are only relevant to farmers in their production process (see ABARE 2003).
D.8
Prices including oil prices

The CPI and the changes in the oil price or mining export prices were included to control for the cyclical effects in Wholesale trade/Retail trade and Mining, respectively. 
Wholesale trade and Retail trade largely serve to meet the demands of final consumption, while final consumption demand can be strongly influenced by the changes in CPI. 
The oil price index (‘dubai’) is used as a proxy to control for some major cycles that may have a direct impact on the world energy market and the mining industry in particular. Connolly and Fox (2006) included energy prices (west Texas crude oil price) in all their industry regressions to control for the three oil price shocks. An alternative price index for the Mining sector as a whole (‘minexppri’) — the ABS export price index (Cat. no. 6457.0) — was also tested. 
D.9
Sydney Olympics, introduction of GST and Y2K bug

Parham (2005) noted three short-term ‘shocks’ that brought about a combination of a build-up in capacity that then lay under-utilised; a time-shift in some major expenditures that accentuated a ‘boom and bust’; and some adjustments costs (pp. 262–3).

These ‘shocks’ affected some industries more than others. Parham (2005, p. 263) suggests that the main output shock was on Construction (from the introduction of the GST and the Olympics) — in particular, some building activity was brought forward. He also suggests that Wholesale trade (which distributes building materials) and Finance & insurance may have been affected by ‘ripples’ from the construction ‘boom and bust’.

The Sydney Olympics may also have affected Communication services (together with concern about the Y2K bug) and Accommodation, cafes & restaurants (with installation of increased capacity). The introduction of the GST could also have brought about adjustment costs more generally, particularly through the demand for computer and accounting systems (Parham 2005, p. 263). 

Control variables for the Sydney Olympics have been used in other productivity studies (see for example, Connolly et al. 2004). In this paper, dummies for the Sydney Olympics and Y2K have been tested in some industry regressions.
D.10
Other control variables not included in the regressions

Financial deregulation
Significant financial deregulations occurred in the Australian economy in the period being modelled. Financial markets were deregulated, interest rate and exchange controls abolished, and banking opened to new entry in the early 1980s (PC 1996, p. 27).

These changes may have led to an increase in the quality of banking output, an increase not captured in measured output. McLachlan et al. (2002, p. 96) notes, for example, that increased convenience from ATMs and online banking does not show up as an increase in output. The difficulty of measuring this extra convenience has been noted in studies of banking deregulation internationally (see, for example, Baily and Zitzewitz 2001).

Oster and Antioch (1995, p. 211) suggest that ‘… technological innovation often leads to quality enhancement. And this highlights a further problem inherent in any attempt to gauge banking sector productivity — adjusting the measure of bank output for changes in quality becomes virtually impossible when the very nature of that output remains vague’. Some studies of productivity in Australia do include a dummy variable to control for all the effects of financial deregulation. For example, Connolly and Fox (2006, p. 60) include a trend dummy from 1986-87 to capture the productivity-enhancing effect of financial deregulation on Finance & insurance.

It is therefore difficult to construct an appropriate control variable and this has not been attempted for this paper.

Changes in shopping hours

One view is that increased shopping hours may have increased shopper convenience and therefore increased the broad concept of output. This would not have had any substantial effect on the standard measure of output of Retail trade but would have increased hours worked with a consequent fall in measured productivity (Lowe 1995, p. 113).

An alternative view is that the labour cost of opening longer hours may have been met by reductions in customer service, forcing an increased in customer self-service. The change in measured output may therefore be likely to be close to ‘actual’ output (McLachlan et al. 2002, p. 97).

An attempt to control for changes in the ‘quality’ of retail output could be made. However, changes in the regulation of shopping hours took place in different states, and possibly different sub-sectors of retail, at different times. It is therefore difficult to construct an appropriate control variable (as noted by Connolly and Fox 2006) and this has not been attempted for this paper.

� Berg and Krueger (2003) provides further discussion of the channels through which openness may lead to higher productivity including: the diffusion of knowledge through the import of machinery and equipment; spurs to productivity improvement at the firm and industry level as a result of increased import competition and efforts to penetrate export markets; and increases in average productivity growth as a result of resources shifting to exporting firms with relatively higher productivity.


� The focus of much of this literature is on explaining the differences in income levels between developed and developing countries.


� Differences in male and female experience levels due to females taking time out to have children and the higher proportion of females in part-time work are the main reasons why the ABS decided to have separate male and female wage regressions.


� Potential experience = Age – 5 – Education Years − (Number of children). The relationship between age and experience is not linear as the wage regression involves diminishing returns to experience.


� See Gruen et al. (2002).


� Madden and Savage (2001, p. 500) note that in the short run the benefits may be positive or negative or neutral for the productivity of the telecommunications industry. Digitisation may proxy for service quality or the rate of capital obsolescence, for example, which could imply a negative relationship.
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