	
	


	
	



F
The effect of infrastructure on industry productivity
This appendix investigates the effect of infrastructure on industry productivity and elaborates on the industry results presented in chapter 5. The effects are investigated within the framework of the determinants of multifactor productivity (MFP), with regressions specified in levels and estimated using the techniques outlined in appendix J. All of the results are based on linear models with breaks in slopes incorporated in some cases, for example, in relation to IT capital and the effects of digitisation.
The industry coverage is restricted to industries included in the ABS’s market sector — those industries for which multifactor productivity is estimated by the Commission. Accommodation, cafes & restaurants and Cultural & recreational services, although in the market sector, are not included because of concerns about the accuracy of the measurement of productivity for these industries. Although there is greater uncertainty about the accuracy of industry productivity estimates in general than market sector productivity, the continuous decline over a long period for these two industries raises particular suspicions of measurement error (see PC 2007b for further discussion). 
It should be noted that the data used in the modelling exercise cover the period 1974-75 to 2002-03 and do not include any ABS revisions since November 2003. The data therefore differ from the most recent MFP data presented in chapter 3, which incorporate significant revisions resulting from changes in methodology by the ABS in 2005. These changes affected levels more significantly than growth rate patterns. Of the ten industries examined in this paper the most significant changes to the growth rate patterns were in Finance & insurance and Retail trade — over the period 1974-75 the average growth was revised from -0.5 to 0.5 per cent a year for Finance & insurance and from 0.6 to 0.9 per cent a year for Retail trade.

The modelling includes a number of control variables from the set listed in table  and was subject to a range of statistical tests described in table E.2. The suite of control variables are described in more detail in appendix D.
Table F.1
Description and expected sign of the industry control variablesb
	 

Variable
	Description
	Level of
agg.a
	

Data source
	
Expected sign

	Cycle/capacity utilisation variables

	opgaph11
	Growth rate of actual output less growth rate of potential output with potential output obtained by applying the Henderson 11 term moving average filter to value added.
	EW,I
	Authors’ estimates.
	(+)

	ACCI
	Subjective measure of capacity utilisation constructed from ACCI-Westpac business survey.
	EW
	ACCI-Westpac, Survey of Industrial Trends
	(+)

	dva
	Growth in industry value added
	I
	ABS (Cat. no. 5204.0)
	(+)

	CPI
	Consumer price index (8 capital city index)
	EW
	ABS (Cat. no. 6401.0)
	(?)

	minexppri 
	Export price index for mining
	
	ABS (Cat. nos 6204.0 and 6457.0)
	(?)

	soi
	Southern Oscillation Index. +/- values, therefore, not logged. Calculated from fluctuation in air pressure, with negative values associated with less rain and positive values with more rain.
	EW
	Bureau of Meteorology.
	(+)

	rain
	Rainfall index. +/- values, therefore, not logged. 
	EW
	TRYM database.
	(+)

	dubai
	Energy Price Index (Oil price Dubai $US per barrel).
	EW
	Based on ABARE, Australian Commodity Statistics (various issues).
	(-)

	trend
	Linear time trend. Control for steady exogenous (technological) change. 
	
	
	(+)

	trnd19##
	Trend shift at year 19## (eg 1984 and 1995)
	
	
	(?)

	shift19##
	Shift in intercept at year 19##
	
	
	(?)

	Cost of capital and its volatility

	yrbond
	10 year Commonwealth Treasury bond yield
	EW
	Reserve Bank of Australia
	(-)

	shrtbond
	Yield on Commonwealth government securities (combined series of Treasury 2 and 3 year bonds). Measure of cost of holding inventories.
	EW
	Reserve Bank of Australia
	(-)

	bondvol
	Average of three prior periods change in shrtbond
	EW
	Reserve Bank of Australia and authors’ estimates
	(-)


(continued on next page)
Table F.1
(continued)
	 

Variable
	Description
	Level of
agg.a
	

Data source
	
Expected sign

	R&D variables

	rown_o
	Own-industry, own-financed stock of R&D with assumed decay rate of 15 per cent.
	I
	ABS (Cat. no. 8104.0 and unpublished data), and authors’ estimates.
	(+)

	rext_t

	Inter-industry stock of business R&D (depreciated at 15 per cent) weighted by inter-industry trade relationships.
	I
	ABS (Cat. no. 8104.0 and unpublished data), and authors’ estimates.
	(+)

	rfbteio
	Foreign stock of business R&D with assumed decay rate of 15 per cent weighted by elaborately transformed manufactures (ETMs) country import shares (‘te’) and inter-industry trade relationships (‘io’). 
	I
	OECD (ANBERD database), ASNA input-output tables, and authors’ estimates.
	(+)

	rfbtdioch
	Foreign stock of business R&D with assumed decay rate of 15 per cent weighted by country import intensities (import share ‘td’ and inter-industry weight ‘io’). The stock is scaled by Australia’s import intensity ‘ch’.
	I
	OECD (ANBERD database), ASNA input-output tables, and authors’ estimates.
	(+)

	rnb_u
	Non-business stock of R&D with assumed decay rate of 7.5 per cent.
	EW
	ABS (Cat. no. 8112.0), and authors’ estimates. 
	(+)

	Trade openness, terms of trade and international competitiveness

	topen
	Index of imports plus exports as a proportion of GDP.
	EW
	ABS (Cat. no. 5204.0).
	(+)

	tiopen
	Index of imports as a proportion of GDP, where imports include capital, intermediate inputs, consumption and other imports.
	EW
	ABS (Cat. no. 5204.0).
	(+)

	tiopente
	Index of imports of ETMs. 
	EW
	DFAT (Stars database).
	(+)

	ToT
	Ratio of export prices for goods and services over import prices for goods and services 
	EW
	ABS (Cat. no. 5306.0).
	(?)

	Totgdsvl
	Volatility in the terms of trade for goods. Calculated as the standard deviation in the 3 most recent growth rates for the terms of trade in goods only.
	EW
	ABS (Cat. no. 5306.0).
	(-)


(continued on next page)

Table F.1
(continued)
	 

Variable
	Description
	Level of
agg.a
	

Data source
	
Expected sign

	farmtot
	Farmers’ terms of trade. Ratio of index of prices received by farmers and index of prices paid by farmers. 
	I
	ABARE, Australian Commodity Statistics (various issues).
	(?)

	farmtotsd
	Volatility in farmers’ terms of trade. Calculated as the standard deviation in the 3 most recent growth rates for farmers’ terms of trade only.
	I
	ABARE, Australian Commodity Statistics (various issues); authors’ estimates.
	(-)

	era
	Effective rates of assistance to industry.
	I
	Commission database.
	(-)

	Human capital

	[industry]edu
	Proportion of industry employed with post‑school qualifications. 
	I
	ABS unpublished data.
	(+)

	QALI
	ABS Quality Adjusted Labour Index (QALI).
	MS
	ABS (Cat. no. 5204.0).
	(+)

	union
	Proportion of industry employees with union membership.
	I
	ABS (Cat. nos 6310.0 and 6325.0) and authors’ estimates
	(-)

	Labour market

	centbrg
	Centralised wage determination index
	EW
	ABS (TRYM Modeller’s database).
	(-)

	disputes
	Total working days lost from industrial disputes. Time series not available for some industries. 
	I/MS
	ABS (Cat. no. 6321.0) and authors’ estimates.
	(-)

	Other

	syddmmy
	Dummy control variable for the Sydney Olympics
	
	
	(-)

	inptxadj, inpxadj2
	Combined input services indexes to control for scale economies. Input services index adjusted to exclude other quantities re-entered as explanatory variables — infrastructure variables, IT capital (inptxadj) and also own-industry R&D capital for some industries (inpxadj2). 
	I
	ABS unpublished data and authors’ estimates. 
	(?)

	nonggIT
	Capital services index for IT capital assets (hardware and software) of the industry, excluding any general government IT assets allocated to the industry by the ABS.
	I
	ABS unpublished data and authors’ estimates.
	vary by industry


(continued on next page)

Table F.1
(continued)
	 

Variable
	Description
	Level of
agg.a
	

Data source
	
Expected sign

	nongtrnd
	Trend in the effect of IT capital ‘nonggIT’. 
	
	
	(+)

	nongs##
	Slope shifts on ‘nonggIT’ at year 19##, for example, at year 1995. 
	
	
	(+)

	otrcap
	Capital services index for the remainder of industry capital. That is, total industry capital less: IT capital (nonggIT) and any that is included in public economic infrastructure (I3) and, for Communication services, communications infrastructure (ci5). 
	I
	ABS unpublished data and authors’ estimates.
	(+)

 in labour productivity models

	ksrv
	Capital services index for total industry capital. 
	I
	ABS (Cat. no. 5204.0)
	(+)

 in labour productivity models

	hrs
	Hours worked as scale control
	I
	ABS (Cat. no. 5204.0)
	(-)

	Interactions

	ITdigi
	IT capital (‘nonggIT’) scaled by share of access lines digitised (‘digi’).
	
	
	(+)

	ci5iodg
	Communications infrastructure (‘ci5ioug’) scaled by share of access lines digitised (‘digi’)
	
	
	(+)

	ksrvdg
	Total capital (‘ksrv’) scaled by share of access lines digitised (‘digi’).
	
	
	(+)

	otrcapdg
	Industry other capital (‘otrcap’) scaled by share of access lines digitised (‘digi’).
	
	
	(+)

	nonggIT*
ci5ioug
	Interaction between IT capital (‘nonggIT’) and communications infrastructure (‘ci5ioug’).
	
	
	(+)


a( ‘I’ represents variables which are specific to each industry. ‘MS’ and ‘EW’ represent variables for the market sector and economy as a whole, respectively, for which industry-specific measures are not available and/or relevant. b Variations on these variable names have the following meanings: ‘d’ before a variable name means variable is first differenced; (t-#) after a variable name means the named variable has been lagged by # number of periods; ‘sq’ after a variable name means variable is squared. Detailed definitions of infrastructure variables are provided in table 3.3.
F.1
Agriculture, forestry & fishing (AG)
Data description 

Figure F.1 presents the trends in the main variables for Agriculture, forestry & fishing. 
The key time series properties from the charts in figure F.1 are listed below. 

· Productivity: MFP has increased over time although its rate of growth appears subject to shocks (for example, droughts) and there are periods where it has consistently grown slower or faster. MFP growth is particularly volatile in Agriculture. Inspection of its growth pattern suggests MFP is I(1) which is confirmed with unit root testing. Growth is capital services and hours worked has been flat to declining.

· Road infrastructure: the service available from road infrastructure does not appear to have increased over time when road infrastructure is adjusted by value added shares (roadug2). The usage adjustment factor introduces a high degree of volatility into the series, and a very high degree of correlation with the growth rate of MFP. 

· Determining the service provided by road infrastructure to AG is a difficult problem because the industry’s relatively high output volatility translates into large variations in its share of market sector output. When combined with the pro-cyclical characteristic of MFP, using output shares as a mechanism for allocating a portion of the aggregate road infrastructure service to AG effectively imposes a strong, positive relationship between MFP and road infrastructure (discussed further below). 

· Communication infrastructure: usage-adjusted communication infrastructure has grown strongly compared with total capital services, but less strongly than  private IT capital. 

· Education: the proportion of AG employed with post-secondary school qualifications has increased over time. The year-to-year growth rates appear to be somewhat counter-cyclical to value added and MFP growth rates. 

· Non-business R&D: the growth rate of the non-business knowledge stock has been very stable.
Trends in other control variables are shown in figure F.2. The volatility in prices faced by farmers relative to their input prices has been much lower in the ten years to 2002-03 than in the 1980s or, especially, the early 1970s. 
Figure F.1
Trends in key variables for Agriculture, forestry & fishing
Index 2000-01 = 100; Percentage growth
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Data source: MFP are Commission estimates; other variables are authors’ estimates based on unpublished ABS data. 

Figure F.2
Trends in climate and terms of trade variables
Index 2000-01 = 100
	Climate
	Farmer’s terms of trade volatility 
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Data source: Authors’ estimates based on unpublished ABS data; Bureau of Meteorology.
Results including general government or road infrastructure  

Road infrastructure with usage adjustment
The first set of tests investigating the effect of road infrastructure and communication infrastructure included different combinations of a linear time trend, cycle and scale control (models AG1 to AG5 in table F.2). With a maximum allowable lag of one period, there were sufficient observations to control for a substantial number of potential influences on industry productivity other than the key variables of interest. 
Table F.2
General-to-specific initial variable set for Agriculture, forestry & fishing with ‘roadug2’ 
Maximum allowable lag equals one. 
	Variable
	AG1
	AG2
	AG3
	AG4
	AG5
	AG6

	road infra. (roadug2)
	x
	x
	x
	x
	x
	x

	ci5ioug
	x
	x
	x
	x
	x
	x

	nonggIT 
	x
	x
	x
	x
	x
	x

	agedu
	x
	x
	x
	x
	x
	x

	rnb_u
	x
	x
	x
	x
	x
	x

	era 
	x
	x
	x
	x
	x
	x

	dubai
	x
	x
	x
	x
	x
	-

	farmtot
	x
	x
	x
	x
	x
	-

	rain 
	x
	x
	x
	x
	x
	-

	intercept
	x
	x
	x
	x
	x
	x

	trend
	x
	-
	x
	x
	x
	-

	inptxadja
	x
	x
	x
	-
	-
	x

	opgaph11 (fixed)
	x
	x
	-
	x
	-
	-


a Combined input services index. Does not include road infrastructure, communication infrastructure, or IT capital. 

None of the resulting models were considered acceptable and the results are not shown. The key results and problems are discussed below.
· Road infrastructure has an economically and statistically highly significant impact on MFP if the road infrastructure variable is usage adjusted by value added shares ‘roadug2’. The coefficients were between 0.9 and 1.1 and statistically significant at greater than 1 per cent.
· However, the results for road infrastructure were being driven solely by the usage adjustment factor. When the variable ‘roads’ is used, which is the entire road service provided to the market sector, the effect of road infrastructure is insignificant, and overall model results are very poor. Most variables become insignificant or have implausible magnitudes and/or are of the incorrect sign. The presence of the usage adjustment makes it easier to obtain correctly signed and statistically significant control variables. 

· Some tests produced variables that were wrongly signed. Testing down of model AG4 resulted in a positive and insignificant error correction method (ECM) term indicating that this model can clearly be rejected. 

· The scale control variable in models AG1 to AG4 suggests an implausibly large failure in the constant returns to scale (CRS) assumption. 

· The economic magnitude of the implied rate of return on non-business R&D is implausible. 

· The industry education variable ‘agedu’ was dropped from models AG1 to AG5 as its coefficient was negative and highly significant. If education is not dropped, then it helps the estimation of other explanatory variables in terms of obtaining variables signed as expected, and significant estimates. 

· The proportion of employed persons with post-secondary school qualifications could be negatively correlated with MFP if the decision to start/postpone or complete qualifications is responsive to employment conditions, employment conditions are correlated with broader economic conditions, and MFP is pro-cyclical with industry output. However, a negative relationship would only be expected in the short run. In the long-run, education would be expected to either positively influence productivity or be insignificant. It is possible that the models contain insufficient dynamics to separate out these effects. 

· The bounds test did not reject the null of no long-run relationship for any of the models.

General government infrastructure with usage adjustment and results from alternative estimation strategies 

The motivation for the tests in this section were as follows. 

· Model AG8: tests the effect of usage-adjusted general government infrastructure ‘I3ug2’. A test down procedure was employed with the final variable set being equivalent to the preferred results for this industry in chapter 8 of Shanks and Zheng (2006). Those results were based on the rate of return framework (where the model is first differenced and the knowledge stock is specified as an intensity), with an assumed decay rate for non-business R&D of 0 per cent rather than the 7.5 per cent rate used below.
· Model AG10: tests the inclusion of the variable ‘digi’ in the variable set prior to testing down. A cycle variable and general government infrastructure was not included in the initial variable set. Farmers’ terms of trade and a dummy for the 1982 drought were included. Tests of whether the effect of other forms of capital has been affected by digitisation of the copper network are included separately below. 

· Model AG11: tests the effect of usage-adjusted road infrastructure using hours worked ‘hrs’ as the scale variable rather than the combined input services index ‘inpxadj2’. 

· Model AG11FD: re-estimated model AG11 in first differences to check whether results held. 
General government infrastructure is highly significant if it is usage adjusted (model AG8 of table F.3). Tests of a smoothed usage adjustment for general government infrastructure ‘I3ug2s’ resulted in a coefficient and standard error of 0.988 (0.055). 

However, other tests strongly showed that without the usage adjustment general government infrastructure is insignificant, or at least its contribution cannot be detected with the data and methods used in this appendix. This is also true of road infrastructure. The measure of the service provided by both types of infrastructure is not measured independent of AG outputs: a positive relationship with productivity is imposed on the model through the usage adjustment. Therefore, the results do not provide evidence of an effect running from road services to productivity. 

The coefficient on communication infrastructure is positive and highly significant in model AG10, but it is insignificant in other models. The coefficient on communication infrastructure may be picking up a cyclical effect operating on MFP through the input-output adjustment, as this model does not include ‘opgaph11’.  
While model AG11 is the only model to pass both the bounds and forcing tests, and first differencing provides supporting evidence, the magnitude of the estimated elasticities for usage-adjusted road infrastructure and non-business R&D are implausible. 
Other results of interest and issues are as follows.
· Farmers’ terms of trade was positive in Shanks and Zheng, whereas it is negative in model AG8 and other tests. It was also negative and economically more significant in IC (1995). Model AG8 passes the bounds test, but fails the long-run forcing tests. 
· The coefficient on the linear time trend is consistently negative. The trend is meant to capture steady technological change, and would normally be expected to be positive but it could be capturing the following.
· Deterioration in the quality of land — increasing use of more marginal land, or land degradation (for example, rising salinity).

· Mismeasurement of input and/or output price/quality trends. Any mismeasurement of inputs or outputs will flow through to measured MFP.  

· The capital services provided by private IT capital (variable ‘nonggIT’) is not significant in explaining AG MFP. This contrasts with Connolly and Fox (2006) who found that the ratio of electronics, computers and software to other capital is positive and highly significant. A ‘ratio’ variable, which draws from a particular theoretical framework, was not tested. 
Table F.3
Effects on Agriculture, forestry & fishing MFPa 
Dependent variable is ln(MFP) 

	Selection criteria   
	SBC
	SBC
	SBC
	
	Max lag=2
	Max lag=1

	
Lag order 
	(0,0,0,1,
1,0,0)
	(0,0,1,0,0)
	(1,0,0,1,
1,1,0,0)
	First Differenced
	(0,0,0,
0,0,0)
	(0,0,1,1,
0,0,0)

	Model 
	AG8
	AG10
	AG11
	AG11FD
	AGS1
	AGS2

	opgaph11
	0.376
(0.053)
	***
	
	
	
	
	
	
	
	
	
	

	hrs
	-0.354
(0.052)
	***
	
	
	-0.485
(0.054)
	***
	-0.460
(0.058)
	***
	
	
	
	

	I3ug2
	0.938
(0.029)
	***
	
	
	
	
	
	
	
	
	
	

	roadug2
	
	
	
	
	0.852
(0.039)
	***
	0.931
(0.038)
	***
	
	
	
	

	ci5ioug
	
	
	0.220
(0.087)
	**
	-0.025
(0.016)
	
	-0.020
(0.020)
	
	0.097
(0.072)
	
	0.318
(0.087)
	***

	digi
	
	
	-0.026
(0.007)
	***
	
	
	
	
	
	
	
	

	ITdigi
	
	
	
	
	
	
	
	
	0.063
(0.018)
	***
	
	

	nonggIT
	
	
	
	
	
	
	
	
	
	
	-0.062
(0.029)
	***

	nongs95
	
	
	
	
	
	
	
	
	
	
	0.059
(0.012)
	***

	rnb_u
	1.926
(0.078)
	***
	2.010
(0.410)
	***
	1.807
(0.095)
	***
	1.533
(0.339)
	***
	
	
	
	

	agedu
	
	
	
	
	
	
	
	
	
	
	
	

	farmtotb
	-0.085
(0.033)
	**
	
	
	
	
	
	
	-0.499
(0.289)
	*
	-0.726
(0.260)
	***

	rain
	0.008
(0.003)
	**
	0.073
(0.014)
	***
	0.006
(0.004)
	
	-0.003
(0.005)
	
	0.062
(0.016)
	***
	0.060
(0.013)
	***

	dubai 
	
	
	
	
	-0.027
(0.006)
	***
	-0.007
(0.010)
	
	
	
	
	

	era
	
	
	
	
	-0.032
(0.008)
	***
	-0.043
(0.008)
	***
	-0.135
(0.067)
	*
	-0.188
(0.058)
	***

	intercept
	-6.058
(0.331)
	***
	-4.326
(1.445)
	***
	-3.839
(0.368)
	***
	-0.025
(0.011)
	**
	6.759
(1.720)
	***
	7.433
(1.454)
	***

	linear time trend
	-0.038
(0.003)
	***
	-0.039
(0.014)
	***
	-0.034
(0.003)
	***
	
	
	
	
	
	

	opgaph11
	
	
	
	
	0.283
(0.078)
	***
	0.057
(0.026)
	**
	
	
	
	

	dummy82
	
	
	-0.198
(0.062)
	**
	
	
	
	
	
	
	
	

	ECM(-1)
	
	
	
	
	-0.845
(0.056)
	***
	
	
	
	
	
	


(continued on next page)
Table F.3
(continued) 
	Selection criteria   
	SBC
	SBC
	SBC
	
	Max lag=2
	Max lag=1

	
Lag order 
	(0,0,0,1,
1,0,0)
	(0,0,1,0,0)
	(1,0,0,1,
1,1,0,0)
	First Differenced
	(0,0,0,
0,0,0)
	(0,0,1,1,
0,0,0)

	Model 
	AG8
	AG10
	AG11
	AG11FD
	AGS1
	AGS2

	Test statistics
	
	
	
	
	
	
	
	
	
	
	
	

	No. of observations
	27
	
	28
	
	27
	
	27
	
	28
	
	28
	

	Time period 
	76-02
	
	75-02
	
	76-02
	
	76-02
	
	76-02
	
	76-02
	

	Step 1 test
	4.275
	
	4.284
	
	10.756
	
	na
	
	5.557
	
	3.277
	

	Long-run forcing?
	Noc
	
	?d
	
	Yes
	
	na
	
	Yese
	
	?f
	

	R2 
	0.999
	
	0.948
	
	1.000
	
	0.994
	
	0.907
	
	0.947
	

	DW ‘d’ stat . 
	1.804
	
	2.276
	
	
	
	2.185
	
	1.732
	
	2.496
	

	Durbin’s ‘h’ stat . 
	
	
	
	
	-0.701
(0.483)
	
	
	
	
	
	
	

	Serial correlation  

	0.158
(0.697)
	
	0.570
(0.460)
	
	0.835
(0.379)
	
	0.784
(0.388)
	
	0.575
(0.457)
	
	2.134
(0.161)
	

	Functional form 

	1.101
(0.310)
	
	0.001
(0.972)
	
	6.878
(0.022)
	
	1.097
(0.310)
	
	2.024
(0.170)
	
	3.369
(0.083)
	

	Normality 
	0.865
(0.649)
	
	0.214
(0.899)
	
	0.328
(0.849)
	
	2.600
(0.273)
	
	0.133
(0.936)
	
	0.274
(0.872)
	

	Hetero. 

	0.681
(0.417)
	
	0.233
(0.633)
	
	0.429
(0.519)
	
	0.200
(0.659)
	
	0.061
(0.807)
	
	0.227
(0.638)
	

	AIC (SBC) 
	88(82)
	
	38(33)
	
	95(86)
	
	77(72)
	
	32(28)
	
	37(31)
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets. The bounds test related to the step 1 F-statistic and the long-run forcing test are described in appendix J. The other statistical tests are described in table E.2. a All variables are in logs (except the linear time trend, rainfall measure and output gap) with slope coefficients interpreted as elasticities. b Farmers’ terms of trade is the ratio of the index of prices received by farmers and index of prices paid by farmers. The index is sourced from ABARE. c F-statistics for opgaph11, rain and farmtot of 4.192, 6.341 and 5.718, respectively. d F-statistic for ci5ioug of 4.015. e The model passes forcing tests, except for the variable rain which can be ignored as it is clearly exogenous. f F-statistics for rain, farmtot and era of 3.532, 3.427 and 3.292, respectively. 

Source: Authors’ estimates. 

The CUSUM tests indicate that models AG11 and AG11FD are stable (figure F.3). 

Figure F.3
Tests for preferred model AG11 and AG11FD 
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	First Differenced
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	Plot of Cumulative Sum of Recursive Residuals
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Data source: Authors’ estimates.
Results excluding general government and road infrastructure  

General government infrastructure and road infrastructure were excluded from the test procedures in order to see if more reliable estimates of the effect of communication infrastructure, IT capital and digitisation could be obtained. 

Variables that were not significant in tests of model AGS1 were ‘otrcapdg’, ‘nonggIT’, ‘rnb_u’ and ‘agedu’ (table F.3). A linear trend term and the cycle measure ‘opgaph11’ were also not significant. The final model was estimated with a maximum of two lags, although the SBC selected a static model. 

There is support for a significant positive effect of digitisation of the copper network on AG MFP. The null of no long-run co-integrating relationship is rejected, and the variables pass forcing tests (except for ‘rain’, which is not a problem). Other statistical tests are all acceptable and the parameters of the model are stable. Overall model fit is not particularly good (as indicated by information criteria and the standard error of the regression), at least compared with some industries and the market sector. 

The signs on control variables accord with expectations. Rainfall is positive and significant. IC (1995) modelled broadacre agriculture only and found that ABARE’s pasture growth index was highly significant in explaining MFP with a coefficient of 0.132.
 Farmers’ terms of trade is highly negative possibly pointing to the productivity dampening effects of external price shocks that induce more marginal land into production (similar to export price shocks in mining inducing the exploitation of increasingly lower grade deposits). Reductions in industry protection (‘era’) had a positive impact on AG productivity. 

Model AGS2 allows the slope of IT capital to shift. The model generates a very significant effect of communication infrastructure. The effect of IT capital increased strongly from 1995, although the point estimate becomes roughly zero. The results for the control variables are consistent between the two models. The bounds and forcing tests are indeterminate for model AGS2. The inclusion of ‘opgaph11’ had a negative impact on the model, while ‘ACCI’ was insignificant. Overall, AGS1 is the preferred model.
The CUSUM tests indicate that model AGS1 is stable (figure F.4). 

Figure F.4
Stability tests for model AGS1 
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Data source: Authors’ estimates.

Summary 

If the estimated coefficients on ‘I3ug2’ and ‘roadug2’ were not being driven by the usage adjustment then the results would provide evidence of a very large free input effect. However, the year-to-year variation in the service provided by road infrastructure to AG production is driven almost entirely by the usage adjustment. 
Some form of usage adjustment is not unreasonable as AG’s use of road infrastructure will vary with output shocks — an increase/decrease in products requiring transportation as output changes. However, to be a test of the effect of roads on productivity, the usage adjustment needs to be independent of the measurement of outputs. The effect of road infrastructure is further complicated by the existence of various charges for accessing and using roads (for example, fuel taxes and registration fees).

The best model (model AGS1) suggests that digitisation of the copper network had the effect of increasing the marginal product of private IT capital. Model AGS2 allowed the elasticity of IT capital to increase without conditioning it on any other factor or characteristic of the industry. It provided supporting evidence that the effect of IT capital had changed substantially over time with an upward shift in the elasticity post-1995. This model pointed to a positive but much larger effect of communication infrastructure. The magnitude of the point estimate at 0.3 seems too large, as does the coefficient on terms of trade.
F.2
Mining (MIN)
Data description

Hours worked in Mining increased up until the end of the 1980s (figure F.5). Capital services grew much more rapidly. From the early 1980s, Mining has averaged solid productivity growth to 2002-03. 

The service provided by communication infrastructure first increased then declined rapidly in the 1990s, driven by the usage adjustment. The usage adjustment for general government and road infrastructure is based on industry value added shares, so there is a concern about the lack of independence between measured inputs and outputs. However, the usage adjustment for ‘ci5ioug’ is based on the Australian System of National Accounts input-output tables and is not driven by industry relative growth rates in value added output. This means that, although the usage adjustment introduces significant volatility, independence between inputs and outputs is maintained, so that the usage adjustment does not undermine the intended interpretation of estimated elasticities (that is, the direction of causation is from changes in communication infrastructure to productivity growth). 

Mining is subject to significant change in the export prices available to it. These types of terms of trade shocks can have varied impacts (as discussed in box F.1). The key point for the analysis below is the importance of specifying dynamic models, and possibly including specific measures of shocks to prices. Oil prices are more volatile than average mining export prices (figure F.5, bottom panel).
Figure F.5
Trends in key variables for Mining 

Index 2000-01 = 100; Percentage growth
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Data sources: MFP are Commission estimates; other variables are authors’ estimates based on unpublished ABS data. 

Do not delete this return as it gives space between the box and what precedes it.
	Box F.1
Terms of trade and Mining

	Terms of trade (the ratio of export prices to import prices) is used in a number of Australian studies of productivity (for example, IC 1995, Madden and Savage 1998 and Connolly and Fox 2006). 

The terms of trade is sometimes used as a measure of international competitiveness. IC (1995, p. QB.16) states that “In Australia’s primary sectors, declines in world commodity prices can spur producers to find better production methods in order to survive.” Connolly and Fox (2006, p. 53) include international competitiveness (measured by the terms of trade), together with openness, to control for the role of microeconomic reform in Australia’s improved productivity performance in the late 1990s. They note that Otto (1999) finds that the terms of trade has strong ‘predictive content’ for Australian MFP. 

IC (1995) found the terms of trade to be a significant and negative explanator of Mining MFP with an elasticity estimate of -0.57. IC (1995, p. QB.35) noted that “This result is consistent with Beck et al. (1985), who argue that in high income periods (an increase in the terms of trade), expenditure on inputs will increase but in the short term the relative inelastic supply will be little affected, thus resulting in an apparent short term decline in productivity.” In contrast, in Connolly and Fox the terms of trade is highly positive and significant with a coefficient of 0.508.  

In the context of the current prices boom (which is not covered within the sample of this study), analysis by Sibma (2006) highlights the dynamic nature of business investment. There are substantial lagged effects of business investment on mining output. The presence of the lags tends to support negative short-term effects, and an expectation — but no guarantee — of future productivity benefits. 

Sibma (2006) also highlights the complexities of tracing through impacts to MFP that arise from complications, such as needing to take account of the degree to which capital equipment is imported.  

	

	


Results 

Results from previous studies 

The results of tests for this study indicate that Mining is a difficult industry to model as can be seen from the different results obtained from previous studies. 

Connolly and Fox (2006) regressed ln(value added) on a combined high-tech capital stock variable (including electronics, electrical machinery, communications equipment, computer hardware and software), a variable representing the industry’s other capital, labour inputs, terms of trade, a linear time trend and an intercept. The coefficients were -0.346, 1.046, 0.300, 0.508, 0.007 and -3.419, respectively. CRS was imposed on the first three variables (that is, the coefficients were forced to sum to one). 

IC (1995) regressed ln(MFP) on R&D stocks (external, own interacted with external and public), time, conventional capital stock, education, terms of trade, and an energy price index. The coefficients were 0.109, 0.003, 0.094, 0.002, -0.098, -0.086, -0.570, -0.274, respectively.
Shanks and Zheng (2006) regressed ln(MFP) on industry R&D, public sector R&D, general government infrastructure (‘I3ug2’), trade openness, the change in oil prices, the industry’s capital stock (as a control for the double counting bias in R&D, but also, possibly, picking-up errors in the CRS assumption), and a linear time trend. The coefficients were 0.061, 2.55, 1.066, 0.187, 0.036, -0.477, and ‑0.082, respectively. 

Comparing these three sets of results, it is evident that very different models can be generated to explain mining output and productivity. The results can even point to very different effects, for example, large and oppositely signed effects for the terms of trade. The responsiveness of output or productivity to some of the variables appears too high. 

One advantage of the results below is that the models are dynamic models. Selected models below include ECM terms that imply relatively slow corrections back to equilibrium (compared with other industries or market sector tests). The long transition paths are probably related to the role of large scale capital investments in this industry and the substantial time lags between initial investment and effects on output. 

The ‘cyclical’ character of the industry’s investment patterns is closely related to expected prices that are largely exogenous to Australia. To possibly control for these effects, the mining export price index was used in the results below rather than more general terms of trade indexes. The export price index seeks to remove pure price change for the derivation of real industry output. Other indexes based on the difference between export and import prices were also used in tests (a goods and services index of the terms of trade, and a goods only index).  

Results with roads and general government infrastructure 
The long-run coefficient on export prices is negative and highly significant (model MIN1 in table F.4). The short-run effect in the ECM (not shown) is also highly negative and significant. The dynamic ordinary least squares (DOLS) estimator for this model produces the same result (model MIN2). Prior to the test, the expectation was that mining export prices would have a significant negative short-run effect, but that the long-run estimate would be insignificant. 

Usage-adjusted road infrastructure is highly significant (models MIN1 and MIN2) as is usage-adjusted general government infrastructure (model MIN3). However, both variables strongly fail the forcing tests. This result is the same as for most other industries in that it is the usage adjustment driving the result. Without the usage adjustment, neither roads or general government infrastructure is significant under any specification. 

Results without roads or general government infrastructure 
When usage-adjusted road and general government infrastructure is excluded from the tests, two differences in control variable results stand out. 

· The cycle measure ‘opgaph11’ does not test out of the model. Its effect becomes highly significant and is larger than for most industries. It suggests that there are very large changes in capacity utilisation in Mining. The relative growth rate of the industry captured in the usage adjustment factor for road or general government infrastructure could be picking up the same effect. 

· The sign of the effect of export prices and its significance is dependent on the inclusion of road or general government infrastructure. Without them, tests tended to favour a positive long-run effect of substantially less magnitude. However, the effect was usually not statistically significant, and it tested out of preferred models. 

There is some support for a positive effect of communication infrastructure. It is positively signed and significant at 10 per cent in model MIN4. The bounds test result suggested that other estimation strategies should be attempted. When model MIN4 is estimated with ordinary least squares (OLS) in first differences, none of the variables are statistically significant. However, the DOLS results provide support for a positive effect. 

Industrial disputes and oil prices both remain negatively signed and significant whether or not road or general government infrastructure, export prices or a cycle variable is included in the model.
The dynamic model tests could not validate some of the results from previous studies. For example, the inclusion of different specifications of IT capital did not produce acceptable models (‘nonggIT’, various slope shifts, or ‘otrcapdg’). The inclusion of R&D variables also resulted in unsatisfactory models (some signs were not as expected (depending on specification), coefficient estimates were often implausibly large on either the R&D variables or controls, and results were fragile to the inclusion or exclusion of certain variables). 

Table F.4
Effects on Mining MFP, long run coefficients

Dependent variable is ln(MFP). Selected by SBC.  

	Lag order 
	(1,1,0,0,1)
	DOLS
	(0,0,2,2,1)
	(2,0,1,0,1)
	DOLS
	

	Model
	MIN1
	MIN2
	MIN3
	MIN4
	MIN5
	

	roadug2
	1.218
(0.171)
	***
	0.806
(0.094)
	***
	
	
	-
	
	-
	
	
	

	I3ug2
	-
	
	-
	
	0.820
(0.086)
	***
	-
	
	-
	
	
	

	ci5ioug
	-
	
	-
	
	
	
	0.076
(0.038)
	*
	0.102
(0.028)
	***
	
	

	ITdigi
	-
	
	-
	
	
	
	-0.007
(0.022)
	
	-0.041
(0.022)
	*
	
	

	disputes
	-0.025
(0.012)
	**
	-0.055
(0.006)
	***
	-0.052
(0.007)
	***
	-0.065
(0.028)
	**
	-0.130
(0.031)
	***
	
	

	minexpprice
	-0.413
(0.103)
	***
	-0.233
(0.072)
	***
	-0.259
(0.054)
	***
	-
	
	-
	
	
	

	dubai
	-0.029
(0.062)
	
	-0.091
(0.042)
	*
	-0.076
(0.029)
	***
	-0.239
(0.053)
	***
	-0.267
(0.032)
	***
	
	

	constant
	1.062
(0.592)
	*
	2.584
(0.346)
	***
	2.541
(0.303)
	***
	5.484
(0.269)
	***
	5.957
(0.186)
	***
	
	

	opgaph11
	-
	
	-
	
	-
	
	2.521
(0.721)
	
	1.412
(0.572)
	***
	
	

	ECM(-1)
	-0.422
(0.113)
	***
	-
	
	-
	
	-0.403
(0.085)
	***
	-
	
	
	

	Test statistics
	
	
	
	
	
	
	
	
	
	
	
	

	No. of observations
	28
	
	26
	
	27
	
	27
	
	26
	
	
	

	Time period 
	75-76 to 2002-03
	
	77-78 to 2002-03
	
	76-77 to 2002-03
	
	76-77 to 2002-03
	
	75-76 to 2002-03
	
	
	

	Bounds test
	12.462
	
	-
	
	14.266
	
	1.565
	
	-
	
	
	

	Long run forcing?
	Noa
	
	-
	
	Nob
	
	Yes
	
	-
	
	
	

	R2 
	0.985
	
	-
	
	0.989
	
	0.980
	
	-
	
	
	

	Std. error of reg. 
	0.020
	
	-
	
	0.018
	
	0.025
	
	-
	
	
	

	DW ‘d’ stat . 
	1.798
	
	2.373
	
	2.406
	
	1.973
	
	1.936
	
	
	

	Durbin’s ‘h’ stat . 
	0.669
(0.504)
	
	-
	
	-
	
	-
	
	-
	
	
	

	Serial correlation  

	0.013
(0.909)
	
	-
	
	1.999
(0.177)
	
	0.008
(0.930)
	
	-
	
	
	

	Functional form 

	1.495
(0.236)
	
	-
	
	2.081
(0.168)
	
	0.309
(0.586)
	
	-
	
	
	

	Normality 
	0.548
(0.760)
	
	-
	
	0.217
(0.897)
	
	1.119
(0.572)
	
	-
	
	
	

	Hetero. 

	0.093
(0.763)
	
	-
	
	0.141
(0.710)
	
	0.159
(0.694)
	
	-
	
	
	

	AIC (SBC) 
	66(61)
	
	-
	
	66(59)
	
	57(51)
	
	-
	
	
	

	ADF test 
	-
	
	-3.234
	
	-
	
	-
	
	-3.655
	
	
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets. The bounds test related to the step 1 F-statistic and the long-run forcing test are described in appendix J. The other statistical tests are described in table E.2. a F-statistic for roadug2 of 7.180. b F-statistic for I3ug2 of 7.180.
Source: Authors’ estimates. 

F.3
Manufacturing (MAN)
Data description 

Figure F.6 presents the trends in the main variables for Manufacturing. MFP and capital services have increased over the sample, while hours worked has declined. The service provided by usage-adjusted road infrastructure has declined. IT and communication infrastructure services increased strongly.
Figure F.6
Trends in key variables for Manufacturing
Index 2000-01 = 100; Percentage growth
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Data sources: MFP are Commission estimates; other variables are authors’ estimates based on unpublished ABS data. 

Results including road infrastructure

This section tests the effect of different measures of road infrastructure services on industry MFP under different specifications of the control variable set. Each initial variable set is specified as to be a plausible model for the explanation of industry MFP. The specification of the initial set of control variables can make a difference to whether the final model includes the key variables of interest or whether they test out. 
There are insufficient observations to include all potential influences on manufacturing MFP for which there are data. A single test down procedure cannot be run. Therefore, a set of tests is undertaken.

The specification of the initial variable sets include a core set of explanatory variables in implementing a general-to-specific test down procedure. The core set includes road infrastructure (‘roads’ or ‘roadug2’), communication infrastructure (‘ci5ioug’), and private IT capital comprising computers and software (‘nonggIT’). 

Regression results are tested for sensitivity to the inclusion or exclusion of combinations of a scale control, time trend, and control for the effect of the business cycle (denoted as models ‘a’ to ‘f’). 

Control variables include industry own-financed R&D knowledge stock (‘rown_o’), foreign business knowledge stock (‘rfbteio’), inter-industry knowledge stock (‘rext_t’), effective rates of assistance (‘era’), energy prices (‘dubai’), the number of working days lost due to industrial disputes (‘disputes’), trade openness (‘tiopente’), and an intercept. 

The proportion of manufacturing employed with post-secondary school qualifications and the non-business knowledge stock were tested under various specifications, but their coefficients were always negative and, therefore, these variables were not included in the regressions which follow. 
Road infrastructure with no usage adjustment   

Table F.5 sets out the initial variable sets for regressions including ‘roads’ and ‘ci5ioug’ (models MAN1a to MAN1f). 
Table F.5
General-to-specific initial variable set for Manufacturing with ‘roads’  

	Model
	MAN1a
	MAN1b
	MAN1c
	MAN1d
	MAN1e
	MAN1f

	roads
	x
	x
	x
	x
	x
	x

	ci5
	x
	x
	x
	x
	x
	x

	nonggIT
	x
	x
	x
	x
	x
	-

	rown_o
	x
	x
	x
	x
	x
	x

	rfbteio
	x
	x
	x
	x
	x
	x

	rext_t
	x
	x
	x
	x
	x
	x

	ToT
	x
	x
	x
	x
	x
	x

	tiopente
	x
	x
	x
	x
	x
	x

	dubai
	x
	x
	x
	x
	x
	-

	intercept
	x
	x
	x
	x
	x
	x

	trend
	x
	-
	x
	x
	x
	x

	opgaph11 (fixed)
	x
	x
	-
	x
	-
	-

	opgaph11
	-
	-
	-
	-
	-
	x

	inpxadj2 a
	x
	x
	x
	-
	-
	x


a Combined input services index. Does not include road infrastructure, communication infrastructure, computers & software, or R&D capital. Significance of inpxadj2 sensitivity tested to separate scale controls for hours worked (hrs) and capital excluding road infrastructure and computers and software (otrcapi3). 

Road infrastructure is highly significant in models MAN1b, MAN1c, MAN1e and MAN1f (table F.6). The signs on communication infrastructure and private IT capital are negative where they remain in the final model. 

The main problems with these results are:
· the estimated economic magnitude of the coefficient on ‘roads’ is implausible
· the magnitude of the coefficient on ‘inpxadj2’ implies a failure of the CRS assumption that is far too large
· the bounds test generally does not provide a clear rejection of the null hypothesis that the variables do not form a long-run co-integrating relationship

· none of the models pass the forcing tests for all variables. 

On the other hand, the suite of standard statistical tests do not suggest significant problems with the models, and the estimated coefficients on the control variables are of the expected signs and are estimated reasonably well.

The main purpose of showing the full set of results is to demonstrate that the choice of variables to include in the test procedure can influence final models.

Table F.6
Effects on Manufacturing MFP with ‘roads’
Dependent variable is ln(MFP). Selected by SBC. Maximum lag equals one. 

	Lag order
	(1,1,0,0,1,0,1)
	(1,1,0,0,0,1,0,1)
	(0,0,0,0,1,1)
	(0,0,1,1,0,1,0)
	(0,0,1,1,1)
	(0,1,1,1,0,0,1,1)

	Model 
	MAN1a
	MAN1b
	MAN1c
	MAN1d
	MAN1e
	MAN1f

	roads
	0.661
(0.483)
	
	1.066
(0.431)
	**
	1.609
(0.433)
	***
	-
	
	0.647
(0.182)
	***
	1.975
(0.294)
	***

	ci5ioug
	-
	
	-
	
	-0.099
(0.021)
	***
	-0.025
(0.017)
	
	-0.098
(0.015)
	***
	-0.094
(0.014)
	***

	nonggIT
	-
	
	-0.078
(0.020)
	***
	-
	
	-0.005

(0.025)
	
	-
	
	-
	

	rown_o
	0.062
(0.026)
	**
	0.051
(0.020)
	**
	0.074
(0.025)
	***
	0.040
(0.016)
	**
	-
	
	0.092
(0.016)
	***

	rfbteio 
	0.114
(0.036)
	***
	0.176
(0.038)
	***
	-
	
	0.109
(0.036)
	***
	-0.078
(0.056)
	
	-
	

	rext_t
	0.132
(0.062)
	*
	0.133
(0.050)
	**
	-0.100
(0.060)
	
	0.112
(0.040)
	**
	-
	
	-0.176
(0.049)
	***

	ToT
	0.177
(0.066)
	**
	0.188
(0.055)
	***
	0.150
(0.058)
	**
	-
	
	-
	
	0.224
(0.038)
	***

	tiopente
	0.191
(0.057)
	***
	0.162
(0.043)
	***
	-
	
	-
	
	-0.147
(0.045)
	***
	0.072
(0.034)
	*

	dubai
	-
	
	-
	
	-
	
	0.011
(0.007)
	
	-
	
	-
	

	intercept
	1.705
(1.835)
	
	-0.509
(1.735)
	
	-1.903
(1.793)
	
	3.513
(0.283)
	***
	2.421
(0.690)
	***
	-3.144
(1.230)
	***

	time trend 
	-0.015
(0.005)
	**
	-
	
	0.010
(0.004)
	***
	0.000
(0.005)
	
	0.021
(0.002)
	***
	0.010
(0.003)
	***

	opgaph11 
	0.651
(0.140)
	***
	0.587
(0.105)
	***
	0.608
(0.143)
	***
	0.256
(0.053)
	***
	-
	
	0.496
(0.083)
	***

	inpxadj2
	-0.594
(0.148)
	***
	-0.575
(0.117)
	***
	-0.289
(0.080)
	***
	-
	
	-
	
	-0.479
(0.056)
	***

	ECM(-1)
	-0.651
(0.107)
	***
	-0.682
(0.090)
	***
	-
	
	-
	
	-
	
	-
	


(continued on next page)
Table F.6
(continued)
	Model 
	MAN1a
	MAN1b
	MAN1c
	MAN1d
	MAN1e
	MAN1f

	Test statistics
	
	
	
	
	
	
	
	
	
	
	
	

	No. of observations
	28
	
	28
	
	28
	
	28
	
	28
	
	27
	

	Time period 
	75-02
	
	75-02
	
	75-02
	
	75-02
	
	75-02
	
	76-02
	

	Step 1 test
	2.944
	
	4.036
	
	2.083
	
	0.695
	
	0.442
	
	3.895
	

	Long run forcing?
	No
	
	No
	
	No
	
	No
	
	No
	
	No
	

	R2 
	0.999
	
	0.999
	
	0.997
	
	0.999
	
	0.997
	
	0.999
	

	Std. error of reg. 
	0.005
	
	0.004
	
	0.008
	
	0.006
	
	0.009
	
	0.004
	

	DW ‘d’ stat . 
	2.584
	
	2.590
	
	2.574
	
	2.656
	
	2.240
	
	2.145
	

	Durbin’s ‘h’ stat
	-1.873
(0.061)
	
	-1.772
(0.076)
	
	-
	
	-
	
	-
	
	-
	

	Serial correlation 

	1.934
(0.188)
	
	1.713
(0.213)
	
	1.824
(0.195)
	
	2.643
(0.125)
	
	0.357
(0.557)
	
	0.164
(0.694)
	

	Functional form 

	6.074
(0.028)
	
	0.054
(0.820)
	
	0.000
(0.994)
	
	1.795
(0.200)
	
	0.203
(0.657)
	
	1.054
(0.327)
	

	Normality 
	3.820
(0.148)
	
	2.112
(0.348)
	
	0.410
(0.814)
	
	0.388
(0.824)
	
	0.043
(0.979)
	
	0.984
(0.611)
	

	Hetero. 

	1.037
(0.318)
	
	0.010
(0.921)
	
	0.163
(0.689)
	
	0.381
(0.542)
	
	1.417
(0.245)
	
	0.215
(0.647)
	

	AIC (SBC) 
	106(97)
	
	110(101)
	
	91(85)
	
	98(90)
	
	89(83)
	
	106(96)
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets. The bounds test related to the step 1 F-statistic and the long-run forcing test are described in appendix J. The other statistical tests are described in table E.2. 

Source: Authors’ estimates.
Road infrastructure adjusted by value added shares    

The next set of regression results incorporate road infrastructure adjusted by value added shares ‘roadug2’. The initial variable sets are specified in table F.7. 

Table F.7
General-to-specific initial variable set for Manufacturing with ‘roadug2’ 

	Model
	MAN2a
	MAN2b
	MAN2c
	MAN2d
	MAN2e
	MAN2f

	roadug2
	x
	x
	x
	x
	x
	x

	ci5ioug
	x
	x
	x
	x
	x
	x

	nonggIT
	x
	x
	x
	x
	x
	-

	rown_o
	x
	x
	x
	x
	x
	x

	rfbteio
	x
	x
	x
	x
	x
	x

	rext_t
	x
	x
	x
	x
	x
	x

	era 
	x
	x
	x
	x
	x
	x

	dubai
	x
	x
	x
	x
	x
	x

	disputes
	x
	x
	x
	x
	x
	x

	intercept
	x
	x
	x
	x
	x
	x

	trend
	x
	-
	x
	x
	x
	x

	opgaph11 (fixed)
	x
	x
	-
	x
	-
	-

	opgaph11
	-
	-
	-
	-
	-
	x

	inpxadj2a
	x
	x
	x
	-
	-
	x


a Combined input services index. Does not include road infrastructure, communication infrastructure, computers & software, or R&D capital. 

Usage-adjusted road infrastructure is economically very significant in explaining manufacturing MFP in models MAN2a to MAN2c and to MAN2f (table F.8). It tests out of models MAN2d and MAN2e that do not include the scale control variable ‘inpxadj2’. 

However, ‘roadug2’ strongly fails the forcing test for each model where it survived a test down procedure. Therefore, little confidence can be taken from the estimated magnitude of the effect of roads on productivity as the forcing tests calls into question the direction of causation. The usage adjustment drives any apparent significance. In the case of manufacturing, non-usage adjusted road infrastructure is also highly significant in some models, but, again, road infrastructure failed the forcing tests. 

Communication infrastructure is insignificant in these tests. The R&D variables are significant and signed as expected. The scale control variable suggests decreasing returns to scale.

Table F.8
Effects on Manufacturing MFP with ‘roadug2’
Dependent variable is ln(MFP). Selected by SBC. Maximum lag equals one. 
	Lag order
	(0,1,0,0,0,1,1,0)
	(0,0,0,0,0,1,1,0,0)
	(0,0,0,1,0,1,0,0)
	(0,0,0,0,0,1,1,1)
	(0,0,0,0,1,0,0,0)
	(0,1,0,1,0,0,1,0,1,0)

	Model 
	MAN2a
	MAN2b
	MAN2c
	MAN2d
	MAN2e
	MAN2f

	roadug2
	0.498
(0.104)
	***
	0.344
(0.106)
	***
	0.543
(0.173)
	***
	-
	
	-
	
	0.278
(0.106)
	**

	ci5ioug
	-
	
	-0.006
(0.011)
	
	-0.000
(0.023)
	
	-0.020
(0.015)
	
	-
	
	-0.018
(0.013)
	

	nonggIT
	-0.057
(0.019)
	***
	-
	
	-
	
	-0.047
(0.032)
	
	-0.108
(0.037)
	***
	-
	

	rown_o
	0.075
(0.013)
	***
	0.088
(0.017)
	***
	0.079
(0.025)
	***
	0.065
(0.021)
	***
	0.093
(0.028)
	***
	0.101
(0.023)
	***

	rfbteio
	0.147
(0.023)
	***
	0.136
(0.014)
	***
	0.117
(0.041)
	***
	0.134
(0.040)
	***
	0.221
(0.046)
	***
	0.142
(0.022)
	***

	rext_t
	0.093
(0.027)
	***
	0.098
(0.011)
	***
	0.079
(0.051)
	
	0.126
(0.044)
	***
	0.226
(0.049)
	***
	0.156
(0.038)
	***

	era
	0.043
(0.012)
	
	0.033
(0.010)
	***
	-
	
	0.056
(0.019)
	***
	0.089
(0.022)
	***
	0.029
(0.013)
	*

	dubai 
	0.007
(0.004)
	
	0.014
(0.004)
	***
	0.012
(0.010)
	
	0.019
(0.007)
	**
	0.024
(0.010)
	**
	0.022
(0.007)
	***

	disputes 
	-
	
	-0.006
(0.003)
	**
	-0.006
(0.005)
	
	-
	
	-0.008
(0.005)
	*
	-0.004
(0.003)
	

	intercept
	1.743
(0.413)
	***
	2.510
(0.414)
	***
	2.111
(0.642)
	***
	2.706
(0.464)
	***
	1.690
(0.455)
	***
	2.924
(0.470)
	***

	time trend 
	0.017
(0.004)
	***
	-
	
	0.001
(0.007)
	
	0.012
(0.007)
	*
	0.015
(0.010)
	
	-0.006
(0.005)
	

	opgaph11 
	0.292
(0.048)
	***
	0.239
(0.044)
	***
	-
	
	0.257
(0.054)
	***
	-
	
	0.389
(0.083)
	***

	inpxadj2
	-0.300
(0.050)
	***
	-0.240
(0.056)
	***
	-0.287
(0.097)
	***
	-
	
	-
	
	-0.293
(0.566)
	***

	Test statistics
	
	
	
	
	
	
	
	
	
	
	
	

	No. of observations
	28
	
	28
	
	28
	
	28
	
	28
	
	27
	

	Time period 
	75-02
	
	75-02
	
	75-02
	
	75-02
	
	75-02
	
	76-02
	

	Step 1 test
	2.073
	
	6.495
	
	3.947
	
	5.999
	
	6.924
	
	5.331
	

	Long run forcing?
	Noa
	
	Nob
	
	Noc
	
	Nod
	
	Noe
	
	Nof
	

	R2 
	0.999
	
	0.999
	
	0.998
	
	0.999
	
	0.998
	
	0.999
	

	Std. error of reg. 
	0.004
	
	0.004
	
	0.008
	
	0.006
	
	0.008
	
	0.004
	

	DW ‘d’ stat . 
	2.781
	
	2.329
	
	2.623
	
	2.627
	
	2.496
	
	2.799
	

	Serial correlation 

	3.121
(0.101)
	
	0.550
(0.470)
	
	1.940
(0.184)
	
	2.516
(0.135)
	
	1.460
(0.243)
	
	2.784
(0.126)
	

	Functional form 

	0.074 
(0.790)
	
	3.198 
(0.095)
	
	1.820
(0.197)
	
	0.528
(0.479)
	
	0.210
(0.653)
	
	0.032
(0.862)
	


(continued on next page)

Table F.8
(continued)
	Lag order
	(0,1,0,0,0,1,1,0)
	(0,0,0,0,0,1,1,0,0)
	(0,0,0,1,0,1,0,0)
	(0,0,0,0,0,1,1,1)
	(0,0,0,0,1,0,0,0)
	(0,1,0,1,0,0,1,0,1,0)

	Model 
	MAN2a
	MAN2b
	MAN2c
	MAN2d
	MAN2e
	MAN2f

	Normality 
	0.158
(0.924)
	
	1.101
(0.577)
	
	2.216
(0.330)
	
	0.864
(0.649)
	
	0.740
(0.691)
	
	1.210
(0.546)
	

	Hetero. 

	0.006
(0.939)
	
	0.019
(0.891)
	
	1.845
(0.186)
	
	0.035
(0.852)
	
	0.346
(0.561)
	
	0.014
(0.906)
	

	AIC (SBC) 
	112(103)
	
	108(99)
	
	92(84)
	
	100(92)
	
	90(84)
	
	106(95)
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets. The bounds test related to the step 1 F-statistic and the long-run forcing test are described in appendix J. The other statistical tests are described in table E.2. a F-statistics for roadug2, rext_t and dubai of 6.511, 4.843 and 9.923, respectively. b F-statistics for roadug2, ci5ioug, rown_o, era and dubai of 4.441, 5.116, 5.032, 4.294 and 6.491, respectively. c F-statistics for roadug2 and dubai of 12.591 and 8.689, respectively. d F-statistics for rext_t, era and dubai of 5.452, 6.454 and 4.504, respectively. e F-statistic for era of 6.804. f F-statistics for opgaph11, roadug2, era and dubai of 13.484, 7.790, 10.819 and 4.072, respectively. 

Source: Authors’ estimates. 

Increased maximum lags and the effect of digitisation 

This section presents results from two types of tests: specification of a higher order autoregressive distributed lag (ARDL) with a necessitated reduction in the scope of the control variables (models MAN3a to MAN3c); and tests of time varying effects related to digitisation (models MAN4a to MAN4c). The initial variable sets are presented in table F.9. 

Like the previous tests, while the specification of the initial variable sets are all reasonable specifications of a potential model explaining manufacturing MFP, none of the eventual models are fully satisfactory. 

Table F.9
Variable sets for Manufacturing with ‘roads’ 

	Model
	MAN3a
	MAN3b
	MAN3c
	MAN4a
	MAN4b
	MAN4c

	roads
	x
	x
	x
	-
	-
	x

	ci5ioug
	x
	x
	x
	x
	x
	-

	nonggIT
	x
	x
	x
	x
	x
	x

	ITdigib
	-
	-
	-
	x
	x
	x

	rown_o (t)
	x
	x
	x
	x
	x
	-

	rown_o (t-1)
	-
	-
	-
	-
	-
	x

	rfbtdioch
	-
	-
	-
	x
	x
	x

	rext_t
	-
	-
	-
	x
	x
	-

	era 
	x
	x
	x
	x
	x
	x

	intercept
	x
	x
	x
	x
	x
	x

	trend
	x
	-
	x
	x
	x
	x

	opgaph11
	x
	x
	-
	x
	x
	x

	inpxadj2a
	x
	-
	-
	x
	x
	x

	hrs
	-
	x
	-
	-
	-
	-


a Combined input services index. Does not include road infrastructure, communication infrastructure, computers and software, or an estimate of R&D capital. b For Manufacturing a smoothed version of this variable was used, where a smooth increase in ‘digi’ up to 1990 (where data are available) is assumed (rather than 0 prior to 1990).
Additional dynamics, but fewer controls 

Road infrastructure is highly significant in models MAN3a to MAN3c that were specified as ARDL(2,2) models (table F.10). Communication infrastructure is negative signed in all three models, while private IT capital is positive and highly significant. A coefficient of 0.03 for own-industry R&D represents a gross rate of return of roughly 20 to 25 per cent. Industry protection is signed as expected — unlike some of the earlier results. 

The bounds test rejects the null of no long-run relationship for each model. However, various variables fail the forcing tests. The models are statistically acceptable in other respects, although the degree of negative serial correlation in model MAN3c could be of concern. 
Table F.10
Increased lags and digitisation 
Dependent variable is ln(MFP). Selected by SBC.   

	Lag order
	(0,0,0,0,0,2)
	(0,0,0,0,0,2)
	(1,0,0,2,0,2)
	(0,1,0,1,1,1,0,0,0)
	(0,0,0,0,1,1)
	(0,0,2,1,2)

	Model 
	MAN3a
	MAN3b
	MAN3c
	MAN4a
	MAN4b
	MAN4c

	roads
	0.577
(0.213)
	***
	0.707
(0.202)
	***
	0.550
(0.189)
	***
	-
	
	-
	
	-
	

	ci5ioug
	-0.086
(0.015)
	***
	-0.101
(0.014)
	***
	-0.086
(0.013)
	***
	0.080
(0.034)
	**
	-
	
	-
	

	nonggIT
	0.089
(0.019)
	***
	0.106
(0.018)
	***
	0.129
(0.022)
	***
	-0.077
(0.032)
	**
	0.021
(0.011)
	*
	0.040
(0.005)
	***

	ITdigig
	-
	
	-
	
	-
	
	-0.042
(0.008)
	***
	-0.015
(0.003)
	***
	-0.042
(0.018)
	**

	rown_o
	0.027
(0.015)
	
	0.033
(0.014)
	**
	0.031
(0.016)
	*
	-
	
	0.047
(0.012)
	***
	-
	

	rfbtdioch 
	-
	
	-
	
	-
	
	0.542
(0.107)
	***
	0.193
(0.054)
	***
	0.139
(0.049)
	***

	rext_t
	-
	
	-
	
	-
	
	0.206
(0.047)
	***
	0.071
(0.032)
	**
	-
	

	manedu 
	-
	
	-
	
	-
	
	0.292
(0.104)
	**
	-
	
	-
	

	era
	-0.054
(0.020)
	**
	-0.059
(0.018)
	***
	-0.070
(0.020)
	***
	-0.057
(0.026)
	**
	-
	
	-0.137
(0.066)
	***

	ToT
	-
	
	-
	
	-
	
	0.180
(0.040)
	***
	-
	
	-
	

	intercept
	3.198
(0.762)
	***
	2.751
(0.710)
	***
	2.908
(0.714)
	***
	3.215
(0.702)
	***
	4.952
(0.238)
	***
	6.180
(0.519)
	***

	time trend 
	-0.013
(0.007)
	*
	-0.020
(0.007)
	***
	-0.025
(0.008)
	***
	-
	
	-
	
	-
	

	opgaph11 
	0.359
(0.053)
	***
	0.384
(0.048)
	***
	0.275
(0.052)
	***
	0.413
(0.052)
	***
	0.371
(0.067)
	***
	0.428
(0.064)
	***

	inpxadj2
	-0.157
(0.046)
	***
	-
	
	-
	
	-0.396
(0.063)
	***
	-0.237
(0.047)
	***
	-0.232
(0.047)
	***

	hrs 
	-
	
	-0.139
(0.032)
	***
	-
	
	-
	
	-
	
	-
	

	ECM(-1)
	-
	
	-
	
	-1.173
(0.128)
	***
	-
	
	-
	
	-
	

	Test statistics
	
	
	
	
	
	
	
	
	
	
	
	

	No. of observations
	27
	
	27
	
	27
	
	27
	
	28
	
	27
	

	Time period 
	76-02
	
	76-02
	
	76-02
	
	76-02
	
	75-02
	
	76-02
	

	Step 1 test
	5.640
	
	4.877
	
	5.038
	
	4.243
	
	5.481
	
	4.674
	

	Long run forcing?
	Noa
	
	Nob
	
	Noc
	
	Nod
	
	Noe
	
	Nof
	

	R2 
	0.999
	
	0.999
	
	0.999
	
	0.999
	
	0.998
	
	0.998
	

	Std. error of reg. 
	0.005
	
	0.005
	
	0.005
	
	0.005
	
	0.007
	
	0.007
	

	DW ‘d’ stat . 
	2.279
	
	2.359
	
	2.772
	
	2.463
	
	2.189
	
	2.368
	

	Serial correlation 

	0.356
(0.560)
	
	0.648
(0.433)
	
	4.261
(0.060)
	
	1.722
(0.216)
	
	0.235
(0.634)
	
	0.631
(0.440)
	


(continued on next page)

Table F.10
(continued) 
	Lag order
	(0,0,0,0,0,2)
	(0,0,0,0,0,2)
	(1,0,0,2,0,2)
	(0,1,0,1,
1,1,0,0,0)
	(0,0,0,0,1,1)
	(0,0,2,1,2)

	Model 
	MAN3a
	MAN3b
	MAN3c
	MAN4a
	MAN4b
	MAN4c

	Functional form 

	1.862
(0.193)
	
	0.492
(0.494)
	
	0.797
(0.388)
	
	0.057
(0.815)
	
	0.067
(0.799)
	
	0.371
(0.552)
	

	Normality 
	0.373
(0.830)
	
	0.810
(0.667)
	
	1.356
(0.508)
	
	1.001
(0.606)
	
	2.245
(0.326)
	
	0.513
(0.774)
	

	Hetero. 

	1.916
(0.179)
	
	0.322
(0.576)
	
	0.441
(0.512)
	
	1.838
(0.187)
	
	0.999
(0.327)
	
	2.979
(0.097)
	

	AIC (SBC) 
	98(91)
	
	101(94)
	
	98(90)
	
	103(93)
	
	95(89)
	
	94(86)
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets. The bounds test related to the step 1 F-statistic and the long-run forcing test are described in appendix J. The other statistical tests are described in table E.2. a F-statistics for rown_o and era of 4.944 and 4.156, respectively. b F-statistics for rown_o and era of 6.344 and 4.036, respectively. c F-statistics for nonggIT, rown_o and era of 5.175, 7.242 and 4.654, respectively. d F-statistics for rfbtdioch, era and ToT of 3.913, 5.360 and 5.651, respectively. e F-statistics for ITdigi, rfbtdioch and rext_t of 5.147, 3.892 and 4.059, respectively. f F-statistic for ITdigi of 9.385. g For Manufacturing a smoothed version of this variable was used, where a smooth increase in ‘digi’ up to 1990 (where data are available) is assumed (rather than 0 prior to 1990).
Source: Authors’ estimates.

Conditioned time varying effects of infrastructure   

Models MAN4a to MAN4c test whether the effect of IT capital is partly dependent on the digitisation of the telecommunications network. Market sector results found evidence that the effect of IT capital did depend on digitisation. Road infrastructure is included in the initial variable set of model MAN4c only, although it tests out. Model 4c also includes own-industry R&D lagged one period in the initial variable set as it fails the forcing tests in models MAN4a and MAN4b. The primary communication infrastructure variable was intentionally excluded from the test procedure for model MAN4c and the model was specified as an ARDL(2,2) model. The model does allow for a potential effect of communication infrastructure through digitisation of the copper network in conjunction with IT capital. 

The effect of ‘ITdigi’ is negative and significant in each of the models. In other respects, the models differ substantially. Communication infrastructure has a positive and economically and statistically significant effect in model MAN4a, but it tests out of model MAN4b. In model MAN4a, IT capital is negative, but it is positive in MAN4b and MAN4c. All of the control variables are signed as expected and are significant, but they suggest that quite different models can be used to explain industry MFP. 

The bounds test rejects the null of no long-run relationship for each model. However, no model clearly passes all forcing tests, but are statistically acceptable in other respects. Information criteria select model MAN4a as the best fitting model. 

Other tests were undertaken incorporating a relationship between digitisation and the industry’s private conventional capital ‘otrcapdg’. Various specifications did not produce a significant result. 

Alternative construction for digitisation and estimation strategies

The motivation for the first two tests of this section were as follows. 

· Model MAN5a: to test the same construction of ‘ITdigi’ as used in most industry tests; that is, to assume that in 1989 the proportion of digitised lines was zero. The variables ‘ci5ioug’, and ‘manedu’ tested out of the model.

· Model MAN5b: in model MAN5a, terms of trade very strongly failed the forcing test, so the test was re-run without it. This resulted in industry protection testing out. The variables ‘ci5ioug’, and ‘manedu’ also tested out of this model. 

These models provide some evidence of a positive impact of IT capital. However, the effect in the 1990s is declining (a negative coefficient on ‘ITdigi’).  Communications infrastructure is not significant in either model. The R&D variables are signed as expected, are of reasonable magnitudes and are estimated well. A point estimate of 0.048 implies a gross return to industry R&D of roughly 30 to 35 per cent. 

The null hypothesis of no long-run co-integrating relationship is rejected for both models. Overall, model MAN5b is a decent model (table F.11), but with a number of the forcing tests indeterminate.
A number of alternative estimation strategies were tested to see if the results of model MAN5b could be supported. Model MAN6 was estimated using OLS with a residual-based co-integration test (table F.11). The same set of variables were included, but the tested down model is very different. Fully modified ordinary least squares (FMOLS) estimation produced the same tested down model as model MAN6 and nearly equivalent results. DOLS estimation resulted in the coefficient on industry protection being substantially more negative and significant, but otherwise very similar results.
Table F.11
Tests of an alternative construction for ‘ITdigi’ and estimation strategies  
Dependent variable is ln(MFP). Selected by SBC.    

	Lag order
	(0,0,0,1,1,1,0,0)
	(0,0,0,0,1,1,)
	OLS

	Model
	MAN5a
	MAN5b
	MAN6

	ci5ioug
	-
	
	-
	
	-0.046
(0.014)
	***

	nonggIT
	0.011
(0.008)
	
	0.019
(0.010)
	*
	0.060
(0.003)
	***

	ITdigi 
	-0.020
(0.006)
	***
	-0.014
(0.003)
	***
	-0.013
(0.005)
	**

	rown_o
	0.027
(0.014)
	*
	0.048
(0.012)
	***
	-
	

	rfbtdioch 
	0.287
(0.056)
	***
	0.202
(0.053)
	***
	-
	

	rext_t
	0.065
(0.023)
	**
	0.069
(0.031)
	**
	-
	

	era
	-0.035
(0.018)
	*
	-
	
	-0.055
(0.018)
	***

	ToT
	0.111
(0.031)
	***
	-
	
	-
	

	intercept
	5.175
(0.246)
	***
	5.064
(0.227)
	***
	5.489
(0.247)
	***

	opgaph11 
	0.392
(0.052)
	***
	0.380
(0.065)
	***
	0.320
(0.061)
	***

	inpxadj2
	-0.342
(0.047)
	***
	-0.261
(0.046)
	***
	-0.138
(0.050)
	**

	Test statistics
	
	
	
	
	
	

	No. of observations
	28
	
	28
	
	28
	

	Time period 
	75-76 to 02-03
	
	75-76 to 02-03
	
	75-76 to 02-03
	

	Step 1 test
	7.445
	
	7.388
	
	na
	

	Long run forcing?
	Noa
	
	?b
	
	na
	

	R2 
	0.999
	
	0.998
	
	0.998
	

	Std. error of reg. 
	0.005
	
	0.007
	
	0.007
	

	DW ‘d’ stat . 
	2.803
	
	2.181
	
	2.271
	

	Serial correlation 

	4.755
(0.047)
	
	0.202
(0.659)
	
	0.489
(0.493)
	

	Functional form 

	0.221
(0.646)
	
	0.247
(0.625)
	
	1.994
(0.173)
	

	Normality 
	0.679
(0.712)
	
	2.065
(0.356)
	
	0.177
(0.915)
	

	Hetero. 

	0.001
(0.979)
	
	0.349
(0.560)
	
	0.149
(0.702)
	

	AIC (SBC) 
	104(96)
	
	96(90)
	
	96(91)
	

	ADF co-integration test
	
	
	
	
	-5.206c
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets. The bounds test related to the step 1 F-statistic and the long-run forcing test are described in appendix J. The other statistical tests are described in table E.2. a F-statistics for ITdigi2, rfbtdioch and tot of 4.5, 4.2 and 19.4, respectively. b F-statistics for ITdigi, rfbtdioch, and rext_t indeterminate at 3.7, 4.1 and 3.3, respectively. c Presence of unit root rejected. 
Source: Authors’ estimates.

The negative coefficient on communication infrastructure only occurs with the inclusion of the input-output usage adjustment (‘ci5ioug’). When no usage adjustment is applied, communication infrastructure tests out of the models (the signs, magnitudes and statistical significance of the other variables are largely unaffected). 

These final tests support a positive excess effect of IT capital, but do not support a positive effect of communication infrastructure or digitisation. 

The residuals of model MAN6 and stability of the model are acceptable (figure F.7). 
Figure F.7
Post-estimation tests for model MAN6
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Data source: Authors’ estimates. 

Summary
A positive effect of IT capital

A number of different models provide support for a positive effect of IT capital, and these are the models considered to be the better models. However, these models do not support a positive effect of communication infrastructure or digitisation (in conjunction with either the industry’s other capital or IT capital).
More than one co-integrating vector? 

While the results provide insights into some of the factors that have influenced manufacturing MFP, no single model is fully satisfactory. 

One possible reason for this may be a failure of the assumption of a single co-integrating vector. The ARDL approach to co-integration analysis has the advantage that variables can be I(0), I(1) or a mixture. This is useful because unit root testing often does not give a definitive indication of the order of integration, and alternative estimation methods crucially rely on the analyst knowing the time series properties of the data. However, as discussed in appendix J, the method does assume the existence of a single co-integrating vector. A VAR(ECM) modelling framework might be useful in future work.
F.4
Electricity, gas & water (EGW)
Data description  

Figure F.8 presents the trends in the main variables for Electricity, gas & water. Hours worked declined sharply from the mid-1980s. Private IT capital and communication infrastructure services have grown strongly with substantial variation in growth rates. 
Figure F.8
Trends in key variables for Electricity, gas & water
Index 2000-01 = 100; Percentage growth
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Data sources: MFP are Commission estimates; other variables are authors’ estimates based on unpublished ABS data. 

Results   

Initial results 

The first test includes a maximum allowable lag of three periods (model EGW1 of table F.12). The short-run effect of ‘roadug2’ in the ECM is highly negative (not shown), but the long-run coefficient is positive and extremely economically significant. 

However, model EGW1 is strongly rejected. The economical and statistical significance of road infrastructure is dependent on both the usage adjustment and the specification of an ARDL order of at least (2,2). This means that there are fewer controls in the test procedure, and the ones that survive strongly fail the forcing tests. The bounds test does not reject the null hypothesis that the variables do not form a long-run relationship. The ECM term is not significant also indicating the absence of a co-integrating long-run relationship. Alternative cycle controls were not significant. The statistical significance of the results were sensitive to the inclusion of a trend term. 
The test procedure for model EGW2 reduced the maximum lag to one and increased the number of controls. The test procedure successively tested the effects of the infrastructure variables ‘I3’, ‘I3ug2’, ‘roads’ and ‘roadug2’. Each was highly insignificant. 

The model provides support for a positive and significant effect of communication infrastructure and a small negative effect of private IT capital. An interaction term between communication infrastructure and IT capital was insignificant, as were slope shift terms for IT capital. 

The control for changes in human capital ‘QALI’ was not statistically significant. Dropping it has only a very small effect on the model (model EGW3). 

Results for models EGW2 and EGW3 are sensitive to the inclusion of the two trend shifts at 1984 (‘trnd1984’) and 1995 (‘trnd1995’). Trend terms are often included in regressions to control for unexplained influences on output. The positive coefficient between 1984 and 1995 is likely to be picking up the substantial reforms undertaken in this industry, including regulatory, governance and ownership of government business enterprises. 

Table F.12
Effects on Electricity, gas & water MFP  

Dependent variable is ln(MFP). Selected by SBC.   

	Lag order
	(1,2,0,0)
	(0,0,0,0,1,1,1)
	(0,0,0,1,1,1)
	(0,0,0,0,0)
	First differenced

	Model
	EGW1
	EGW2a
	EGW3
	EGW4
	EGW5

	roadug2
	2.264
(1.013)
	**
	-
	
	-
	
	-
	
	-
	

	otrcapdg
	-
	
	-
	
	-
	
	0.157
(0.012)
	***
	-
	

	ci5ioug
	0.122
(0.085)
	
	0.073
(0.012)
	***
	0.083
(0.010)
	***
	0.017
(0.015)
	
	0.033
(0.013)
	**

	ITdigi 
	-
	
	-
	
	-
	
	-0.176
(0.017)
	***
	-
	

	nonggIT
	-0.237
(0.087)
	**
	-0.018
(0.005)
	***
	-0.015
(0.005)
	***
	-
	
	-0.099
(0.021)
	***

	QALI
	-
	
	0.208
(0.126)
	
	-
	
	0.908
(0.180)
	***
	0.356
(0.170)
	**

	era
	-
	
	-0.080
(0.025)
	***
	-0.057
(0.022)
	**
	-
	
	-
	

	centbrg
	-
	
	0.019
(0.010)
	*
	0.023
(0.010)
	**
	-
	
	-0.037
(0.013)
	***

	disputes
	-
	
	0.035
(0.008)
	***
	0.038
(0.008)
	***
	-
	
	-
	

	intercept
	-6.763
(4.485)
	
	3.053
(0.440)
	***
	3.715
(0.190)
	***
	0.116
(0.725)
	
	0.043
(0.007)
	***

	trend
	0.038
(0.021)
	*
	-
	
	-
	
	-
	
	-
	

	trnd1984
	-
	
	0.050
(0.005)
	***
	0.056
(0.003)
	***
	0.018
(0.006)
	***
	-
	

	trnd1995
	-
	
	-0.070
(0.005)
	***
	-0.073
(0.005)
	***
	-
	
	-0.011
(0.002)
	***

	opgaph11
	-
	
	-
	
	-
	
	-
	
	0.472
(0.131)
	***

	ECM(-1)
	-0.198
(0.116)
	
	-
	
	-
	
	-
	
	-
	

	Test statistics
	
	
	
	
	
	
	
	
	
	

	No. of observations
	26
	
	28
	
	28
	
	28
	
	27
	

	Time period 
	77-02
	
	75-02
	
	75-02
	
	75-02
	
	76-02
	

	Step 1 test
	2.773
	
	5.740
	
	4.864
	
	10.116
	
	-
	

	Long run forcing?
	Nob
	
	Noc
	
	Nod
	
	Yes
	
	-
	

	R2 
	0.996
	
	0.999
	
	0.999
	
	0.996
	
	0.850
	

	Std. error of reg. 
	0.017
	
	0.010
	
	0.011
	
	0.017
	
	0.015
	

	DW ‘d’ stat . 
	2.113
	
	2.544
	
	2.374
	
	1.934
	
	2.247
	

	Durbin’s ‘h’ stat.
	-0.357
(0.721)
	
	-
	
	-
	
	-
	
	-
	


(continued on next page)

Table F.12
(continued)
	Lag order
	(1,2,0,0)
	(0,0,0,0,1,1,1)
	(0,0,0,1,1,1)
	(0,0,0,0,0)
	First differenced

	Model
	EGW1
	EGW2a
	EGW3
	EGW4
	EGW5

	Serial correlation 

	0.117
(0.737)
	
	1.713
(0.210)
	
	0.742
(0.402)
	
	0.008
(0.929)
	
	0.866
(0.364)
	

	Functional form 

	0.791
(0.386)
	
	0.225
(0.642)
	
	0.001
(0.979)
	
	0.817
(0.376)
	
	0.250
(0.623)
	

	Normality 
	0.220
(0.896)
	
	0.984
(0.612)
	
	1.312
(0.519)
	
	0.434
(0.805)
	
	0.741
(0.690)
	

	Hetero. 

	1.831
(0.189)
	
	0.009
(0.924)
	
	0.008
(0.929)
	
	0.138
(0.713)
	
	4.589
(0.042)
	

	AIC (SBC) 
	66(61)
	
	84(76)
	
	83(76)
	
	72(68)
	
	72(67)
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets. The bounds test related to the step 1 F-statistic and the long-run forcing test are described in appendix J. The other statistical tests are described in table E.2. a Variables that tested out were roadug2/I3ug2/roads, ITdigi, and otrcapdg. If slope shifts on nonggIT were included in the test procedure, they also tested out. Results were not sensitive to the dropping of opgaph11. b F-statistics for nonggIT and ci5ioug of 8.175 and 12.882, respectively. c  F-statistics for nonggIT and disputes of 8.266 and 4.934, respectively. d F-statistics for nonggIT and disputes of 7.182 and 4.019, respectively.    

Source: Authors’ estimates. 

The reforms had positive static efficiency effects, but were also expected to have positive dynamic efficiency effects, such as through regulatory reforms putting in place the institutions for market development, and increased pressures for good performance resulting in innovation. 
The negative coefficient post-1995 offsets the 1984 shift and suggests that the identified variables in the model provide an adequate explanation of MFP. 

It should be noted that the ‘disputes’ variable is based on economywide industrial disputes and not industry-specific disputes — a separate time series for EGW was not available from official ABS collections. Possible interpretations of the positive coefficient on industrial disputes are discussed in section F.5 on the construction industry. 

An increasing capital share 
Additional terms were entered into the test procedures above to allow the elasticity/income shares on total capital services ‘ksrv’ and labour inputs ‘hrs’ to change. The terms were economically and statistically insignificant. 
A simpler model that passes all tests 

While the bounds test rejects the null of no long-run relationship, the forcing tests for ‘nonggIT’ and ‘disputes’ fail in both models EGW2 and EGW3. They also failed under various other specifications that produced similar results to these models. 

Dropping ‘nonggIT’ and ‘disputes’ from the initial variable set and re-testing down gives model EGW4. The selected model is a static model as it does not include any lags in the regressors or a lagged dependent variable. The variables that tested out were ‘trend’, ‘trnd1995’, ‘era’ and ‘centbrg’. 

The bounds test for model EGW4 strongly rejects the null of no long-run relationship and the forcing tests all pass. The statistical properties of the model are acceptable. 

The model points towards a positive effect of the digitisation of the copper network on the marginal product of the industry’s private conventional or ‘other’ capital. However, the effect of IT capital conditioned on digitisation is negative. The coefficient on communication infrastructure is positive, but estimated poorly with confidence intervals easily taking in an elasticity not significantly different from zero. The model also points to a very large positive effect of increases in human capital in the market sector. 

There are a number of concerns with this model. The estimates for ‘otrcapdg’ and ‘ITdigi’ are possibly estimated ‘too’ precisely. It seems unlikely that any model specification for EGW would ever be able to estimate the effects of these variables so precisely, given the aggregation of sub-industries and the known major changes in the industry. The model is sensitive to the inclusion of both variables. If either is dropped, the remaining variable is not statistically significant, nor are the other variables in the model. 

Another concern is the strength of the estimated effect of increases in human capital in the market sector ‘QALI’. The mechanisms that would drive such a result are not immediately obvious. It is possible that industry-specific human capital changes are highly correlated with the broader market sector, and that changes in EGW human capital have in fact had a very substantial impact on industry productivity. However, when an industry-specific educational attainment variable was included in the test procedures, the sign on the variable was always negative (statistical significance depended on the particular model specification). 

The ‘QALI’ attempts to take into account changes in human capital beyond those reflected by changes in educational attainment measured as the proportion of those employed with post-secondary school qualifications. The data that goes into the market sector measure is probably also of significantly better quality than the industry-specific educational attainment measure that was constructed for this study.
It could be that there is substantial industry investment in training that is not reflected in the educational attainment data based on qualifications. 
A reasonable model from first differencing 

First differencing produces results that do not support an effect of digitisation on either private conventional capital or IT capital (model EGW5). The effect of communication infrastructure is positive and significant, consistent with models EGW1 to EGW3. IT capital is estimated to have had a negative effect on industry productivity. The test down procedure included IT capital slope shifts at 1986 and 1995, as well as the variables ‘otrcapdg’, ‘ITdigi’, ‘era’, ‘roads’, and ‘trnd1984’. 

A general-to-specific procedure resulted in a statistically acceptable model (see the statistical tests in the table and the tests in figure F.9) that produced coefficient magnitudes and signs that are plausible. There is an ‘uncontrolled for’ decline in the industry productivity growth rate from 1995. The estimated magnitude of the effect of ‘QALI’ is more in line with market sector estimates and the estimates for some other industries. 

Figure F.9
Post-estimation tests for model EGW5
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Data source: Authors’ estimates. 

Summary 

The results do not shed any light on the significance of the potential excess and free input effect of road infrastructure on industry productivity. 

The results point towards a positive excess effect of communication infrastructure and a negative effect of IT capital. 

While there is some evidence of digitisation having impacts on the industry in conjunction with other forms of capital from model EGW4, and this model passes both the bounds and forcing tests and is statistically acceptable in other respects, the evidence is not considered robust. 

F.5
Construction (CON)
Data description 

Figure F.10 presents the trends in the main variables for Construction. Compared with other industries, growth in MFP over the period has been weak. Capital services has increased much more rapidly than hours worked. IT capital and communication infrastructure services have grown strongly.
Figure F.10
Trends in key variables for Construction
Index 2000-01 = 100; Percentage growth
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Data sources: MFP are Commission estimates; other variables are authors’ estimates based on unpublished ABS data. 

Results 

The regression results in this section do not include either general government or road infrastructure. Tests of these variables resulted in the same unrealistically large or insignificant coefficients as for other industries. Therefore the tests below focus on other infrastructure variables.
The first two models (models CON1 and CON2) are the result of general-to-specific test down procedures (table F.13). The variables ‘otrcapdg’ or ‘ksrvdg’, ‘ci5ioug’, ‘centbrg’, ‘ci5iodg’ and a linear trend tested out of model CON1. The variables ‘union’, ‘ci5ioug’, ‘otrcapdg’, ‘ITdigi’, and ‘nonggIT’ tested out of model CON2. A time trend was not included in the initial variable set for model CON2. 

Model CON3 uses the three key surviving explanatory variables of models CON1 and CON2, but richer dynamics were allowed for by increasing the maximum lag length to two periods. Other variables were not included in the test procedure. The test procedure was also run with the cycle variable ‘opgaph11’, but the use of ‘ACCI’ produced a better model. Both the SBC and AIC produced the same lag order of (0,0,2,0). 

The tests produce acceptable results

The models all pass the bounds test indicating that the variables form long-run co-integrating relationships for the explanation of MFP. Only model CON3 does not clearly pass the forcing tests with the test for ‘ITdigi’ being indeterminate. 

The coefficient on ‘ITdigi’ is positive and significant in both models CON1 and CON3. The effect of IT capital on the industry’s productivity appears to have been enhanced by the digitisation of the copper network. 
Industrial disputes is positive and significant in all models. One explanation for this is that Australian strikes have tended to be relatively short. For example, between 1988 and 1999 around 60 to 90 per cent of working days lost were in disputes of less than 5 days (ABS Cat. no. 6322.0). In the short-run, firms are able to maintain output, or at least have output fall less than input costs (their wage bill), such that there is a positive contemporaneous relationship between the number of disputes and productivity. The first differenced terms from the error correction representations are positive and significant in both models. For model CON3, the selected model included two lags of ‘disputes’ with the period (t-2) being the most significant economically and statistically.

While it is plausible that there is a positive relationship between productivity and industrial disputes contemporaneously, the regression coefficients are meant to be interpreted as long-run effects. A possible explanation for the estimated positive long-run effect is that industrial disputes may have altered investment plans and organisational practices by increasing the relative price of labour leading to, for example, more rapid or extensive up-take of new technologies. 

Table F.13
Effects on Construction MFP

Standard errors in brackets. Selected by SBC. 

	Lag order
	(1,0,2)
	(1,0,0)
	(0,0,2,0)

	Model 
	CON1
	CON2
	CON3

	ITdigi 
	0.027
(0.006)
	***
	-
	
	0.017
(0.007)
	**

	disputes
	0.064
(0.014)
	***
	0.043
(0.013)
	***
	0.052
(0.009)
	***

	centbrg
	-
	
	-0.045
(0.013)
	***
	-0.017
(0.012)
	

	intercept
	4.338
(0.068)
	***
	4.743
(0.083)
	***
	4.524
(0.095)
	***

	syddmmy
	-0.096
(0.035)
	**
	-0.065
(0.036)
	*
	-0.096
(0.020)
	***

	opgaph11
	0.557
(0.179)
	***
	0.754
(0.224)
	***
	-
	

	ACCI
	-
	
	-
	
	0.001
(0.000)
	***

	ECM(-1)  
	-0.617 
(0.117)
	***
	-0.521
(0.107)
	***
	-
	

	Test statistics
	
	
	
	
	
	

	No. of observations
	27
	
	27
	
	26
	

	Time period 
	76-02
	
	76-02
	
	77-02
	

	Step 1 test
	7.679
	
	5.194
	
	5.491
	

	Long run forcing?
	Y
	
	Y
	
	?a
	

	R2 
	0.869
	
	0.842
	
	0.829
	

	Std. Error of Reg. 
	0.020
	
	0.021
	
	0.024
	

	DW ‘d’ stat . 
	2.248
	
	2.160
	
	2.289
	

	Durbin’s ‘h’ stat.
	-0.810
(0.418)
	
	0.499
(0.618)
	
	-
	

	Serial correlation 

	0.656
(0.428)
	
	0.213
(0.650)
	
	0.480
(0.498)
	

	Functional form 

	0.160
(0.694)
	
	0.223
(0.642)
	
	0.038
(0.848)
	

	Normality 
	0.115
(0.944)
	
	0.202
(0.904)
	
	1.104
(0.576)
	

	Hetero. 

	3.125
(0.089)
	
	0.028
(0.868)
	
	0.313
(0.581)
	

	AIC (SBC) 
	63(58)
	
	63(59)
	
	57(52)
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets. The bounds test related to the step 1 F-statistic and the long-run forcing test are described in appendix J. The other statistical tests are described in table E.2. a F-statistic for ITdigi indeterminate at 3.627.

Source: Authors’ estimates. 

Another possible explanation is that the process of settling industrial disputes led to employers and employees agreeing to work arrangements that improved productivity with a lagged effect. Although the bounds test supports a ‘long-run’ relationship, the effects are likely to better interpreted as explaining an effect observed over the time period under study (1976-77 to 2002-03), rather than being an accurate measure of a ‘long-run’ effect. 

The period included significant change in the industrial relations system. In model CON2, after holding the number of industrial disputes constant, the degree to which agreements are centrally determined is negative and significant. This model suggests that industrial reforms promoting enterprise level agreements have had a positive impact on industry MFP. However, the index is not significant in the other models. The index is a national index rather than industry-specific, so it may be introducing a degree of measurement error if the timing or pattern of the move towards more flexible agreement setting in the construction industry differed substantially to the national average. 

A dummy variable for the construction boom and contraction associated with the Sydney 2000 Olympics (‘syddmmy’) was negative and significant. The dummy included the years 1999-00, 2000-01 and 2001-02. 

The statistical properties of all models are acceptable. 
F.6
Wholesale trade (WT)
Data description

Major trends and influences 

MFP growth was flat to negative up until the early 1990s. It then increased rapidly and posted very strong growth through the mid-1990s before returning to more modest growth rates (figure F.11). 

The 1990s acceleration in wholesaling productivity is attributed primarily to increases in competition and the costs of holding inventories that drove the adoption of technologies enabling a faster flow-through of goods and reductions in warehousing costs (see box F.2). 

The technologies are reported to have reduced the labour content of distribution. However, capital’s share of income does not show any significant increase in the 1990s (top right-hand-side panel). The capital share declined from the mid-1960s, increased in the mid to late 1980s, then declined again. To the extent there are changing income shares, annual changes in shares are reflected in the MFP index through the weights used to aggregate the growth rates of different inputs.
Figure F.11
Trends in key variables for Wholesale trade

Index 2000-01 = 100; Percentage growth
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Data sources: MFP are Commission estimates; other variables are authors’ estimates based on unpublished ABS data. 

Do not delete this return as it gives space between the box and what precedes it.
	Box F.2
Productivity trends and drivers and enablers of change in Wholesale trade

	Trends in wholesaling 

· The proportion of industry gross product, at 1991-92, for basic materials wholesaling, machinery and motor vehicle wholesaling, and personal and household good wholesaling were 32, 37.5 and 30.5 per cent, respectively. The strongest acceleration in output in the 1990s was in basic materials. 

· Labour productivity growth accelerated in the 1990s for both basic materials and machinery and motor vehicle wholesaling. It declined for personal and household good wholesaling. 

· MFP estimates at the subdivision level are not available. However, indicators suggest that basic materials and machinery and motor vehicles wholesaling were the drivers of MFP growth at the divisional level. 

Drivers and enablers of change 

· In the 1980s, high-rise warehouses essentially acted as storage facilities, and, with prevailing high interest rates, the costs of holding inventory were high. 

· In the 1990s, the trend to centralisation of warehousing facilities continued, but distribution became increasingly concerned with the rapid flow-through of goods. Technologies allowing real time transmission of information and inventory control, particularly the adoption of product numbering and scanning, enabled major changes to the wholesaling business. There was a noticeable decline in the stocks to sales ratio held by private businesses through the 1990s. While stock levels may fluctuate with changes in the business cycle, inventory to sales ratios declined steadily during the 1990s. 

· Industry consultations supported the idea that technological changes during the 1990s enhanced productivity through their impact on inter and intra-organisational relationships, reduced per unit storage costs, and reductions in the labour content of distribution. Improvements in accuracy and reduced paper shuffling, handling, storage and errors (and stock returns) allowed further reductions in labour. 

· Industrial relations changes in the 1990s promoted greater flexibility in work arrangements, for example, in hardware and timber wholesaling. 

· Wholesalers now tend to contract out the transport of goods to dedicated carriers who can achieve greater economies of scale. Where transportation is outsourced, there may be some decline in measured labour and capital in wholesale activities (relative to output) and an increase in the transport and storage sector. Where warehouse operations are outsourced to third parties the activity remains, for statistical purposes, within the wholesale sector. 

· Industry consultations stressed the importance of competition for industry productivity. In the absence of strong competition, it is unlikely that the technologies, changes in management structures and firm organisation and outsourcing would have been implemented to the same extent. Lack of competition reduces incentives to implement, or even be aware of, best practice processes. 

	Source: Johnston et al. (2000).

	

	


Business cycle and shocks 

Johnston et al. (2000) noted that the output of Wholesale trade is sensitive to economywide demand shocks and to interest rates. High interest rates increase the cost of storing inventories in warehouses. Otto (1999) found that the terms of trade and interest rate spreads were significant sources of economywide demand shocks. Therefore, a number of variables related to these findings are tested in the regressions (figure F.12). 
Figure F.12
Cycle and shock measures, 1974-75 to 2002-03a
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a(The output gap measure ‘opgaph11’ is constructed with a Hendersen 11 term moving average applied to industry gross value added (GVA) in order to derive a measure of potential output. The gap measure is the growth rate in actual GVA less the growth rate in potential output. The measure ‘shrtbond growth’ is the growth in the yield for a spliced series of 2-3 year Commonwealth bonds. The ‘bondvol’ measure is the change in the average of three prior periods change in ‘shrtbond’.
Data source: MFP data are Commission estimates; opgaph11, shrtbond and bondvol data are authors’ estimates based on ABS national account data and RBA data.
Regression results 

Results excluding road and general government infrastructure 

The first set of tests does not include either a road or general government infrastructure variable. 

Models WT1 and WT2 are the result of a test down procedure that included the variables ‘ci5ioug’, ‘centbrg’, ‘tiopen’ and ‘wtedu’ in addition to those ‘surviving’ variables indicated in table F.14. The variables ‘era’, ‘tiopen’ and ‘centbrg’ were included to capture changes in the operating environment in terms of competitive pressures and industrial relations. Model WT1 also included the variable ‘shrtbond’ as a control for changes in the costs of holding inventories. The variable ‘yrbond’ was also tested as it is based on the longer end of the yield curve.  

In model WT1, the cost of capital variable (whether ‘shrtbond’ as shown or ‘yrbond’) was unexpectedly positively signed. It is possible that the bond yields are picking‑up a correlation with the business cycle, but a specific cycle control was included ‘opgaph11’. However, the bond yields have a number of fairly sharp movements that may be closely correlated with the business cycle, but which are not fully captured by the ‘smoothed’ output gap measure. Possibly related, significant changes in bond volatility may be closely related to periods of significant changes in economic disruption with low productivity firms exiting, thereby raising average productivity — the ‘cleansing effect’ of economic downturns. 

Increases in the costs of holding inventories could be expected to have short-run negative impacts, which might be offset by investments in the medium to longer term that improve productivity. The effect of some of the significant changes in the costs of holding inventories experienced in the 1970s, 1980s and 1990s should be reflected in the composition of the capital services measures. Therefore, the yield curve measures were not included in the test down procedures for model WT2. 

The effect of IT capital conditioned on digitisation of the copper network was very strong and significant under many different variations of models WT1 and WT2. The effect of private conventional capital ‘otrcap’ conditioned on digitisation was consistently negative. The latter results suggest that changes in the organisation of economic activity enabled by digitisation and IT capital working in conjunction, may have had a disruptive effect on the marginal product of the pre-existing private capital stock of the industry. 

Models WT3 to WT5 result from different initial variable sets and an increase in the maximum number of lags. 

Table F.14
Effects on Wholesale trade MFP, no road infrastructurea
Dependent variable is ln(MFP). Selected by SBC. Maximum lag equals one.   

	Lag order
	(0,0,0,0,0,1)
	(0,1,1,0)
	(0,0,0,0,0,0)
	(1,2,1,2,1)
	(0,0,2,2)
	FD

	Model
	WT1
	WT2
	WT3
	WT4
	WT5
	WT6a

	otrcapdg
	-0.082
(0.015)
	***
	-0.268
(0.064)
	***
	-0.093
(0.028)
	***
	-0.176
(0.061)
	***
	-
	
	-0.108
(0.046)
	**

	nonggIT
	-
	
	-
	
	-0.058
(0.009)
	***
	-
	
	-
	
	-
	

	ci5ioug 
	-
	
	-
	
	-
	
	0.065
(0.034)
	*
	0.134
(0.036)
	***
	-
	

	ITdigi
	0.159
(0.015)
	***
	0.232
(0.051)
	***
	0.093
(0.026)
	***
	0.201
(0.047)
	***
	0.104
(0.012)
	***
	0.144
(0.060)
	**

	wtedu 
	-
	
	-
	
	0.201
(0.142)
	
	-
	
	1.116
(0.346)
	***
	0.293
(0.109)
	**

	era
	-0.304
(0.054)
	***
	-0.273
(0.093)
	***
	-0.294
(0.082)
	***
	-
	
	-
	
	-0.254
(0.077)
	***

	dubai
	-0.046
(0.014)
	***
	-
	
	-
	
	-
	
	-
	
	-
	

	shrtbond
	0.218
(0.032)
	***
	-
	
	-
	
	-
	
	-
	
	-
	

	dbondvol 
	-
	
	-
	
	-
	
	0.235
(0.090)
	***
	-
	
	-
	

	intercept
	5.610
(0.378)
	***
	6.267
(0.608)
	***
	5.309
(0.825)
	***
	4.261
(0.147)
	***
	-0.813
(1.520)
	
	-0.022
(0.008)
	**

	time trend 
	-0.023
(0.002)
	***
	-0.014
(0.003)
	***
	-
	
	-0.009
(0.002)
	***
	-0.024
(0.005)
	***
	-
	

	opgaph11
	0.707
(0.106)
	***
	-
	
	-
	
	0.942
(0.325)
	**
	-
	
	0.543
(0.102)
	***

	ACCI
	-
	
	-
	
	0.001
(0.000)
	***
	-
	
	-
	
	-
	

	ECM(-1)
	-
	
	-
	
	-
	
	-0.628
(0.137)
	***
	-
	
	-
	

	Test statistics
	
	
	
	
	
	
	
	
	
	
	
	

	No. of observations
	28
	
	28
	
	28
	
	27
	
	27
	
	27
	

	Time period 
	75-76 – 02-03
	
	75-76 – 02-03
	
	75-76 – 02-03
	
	76-77 – 02-03
	
	76-77 – 02-03
	
	76-77 – 02-03
	

	Step 1 test
	1.770
	
	2.984
	
	2.310
	
	5.259
	
	3.411
	
	-
	

	LRF test passes?
	Nob
	
	Yes
	
	Noc
	
	Yes
	
	Yes
	
	-
	

	R2 
	0.983
	
	0.941
	
	0.948
	
	0.992
	
	0.942
	
	0.697
	

	Std. error of reg. 
	0.017
	
	0.031
	
	0.029
	
	0.014
	
	0.033
	
	0.029
	

	DW ‘d’ stat . 
	2.376
	
	2.160
	
	1.699
	
	2.654
	
	2.092
	
	1.859
	

	Durbin’s ‘h’ stat.
	-
	
	-
	
	-
	
	-2.419
(0.016)
	
	-
	
	-
	

	Serial correlation 

	0.889
(0.358)
	
	0.194
(0.664)
	
	0.474
(0.499)
	
	3.552
(0.084)
	
	0.077
(0.784)
	
	0.001
(0.975)
	

	Functional form 

	1.750
(0.202)
	
	4.035
(0.058)
	
	3.597
(0.072)
	
	0.442
(0.519)
	
	1.082
(0.313)
	
	2.689
(0.117)
	


(continued on next page)

Table F.14
(continued)
	Normality 
	0.918
(0.632)
	
	0.880
(0.644)
	
	0.358
(0.836)
	
	2.199
(0.333)
	
	2.081
(0.353)
	
	1.314
(0.518)
	

	Hetero. 

	0.335
(0.568)
	
	1.162
(0.291)
	
	0.093
(0.763)
	
	1.472
(0.236)
	
	0.128
(0.724)
	
	1.298
(0.265)
	

	AIC (SBC) 
	70(64)
	
	55(50)
	
	57(52)
	
	72(63)
	
	50(45)
	
	55(51)
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets. The bounds test related to the step 1 F-statistic and the long-run forcing test are described in appendix J. The other statistical tests are described in table E.2. a The variables that tested out were dubai, nonggIT and ci5ioug. b F-statistics for era and shrtbond of 3.342 and 3.319, respectively. c F-statistics for nonggIT and wtedu of 4.186 and 4.266, respectively. 
Source: Authors’ estimates. 

The main results for the ARDL models WT3 to WT5 were as follows. 

· Consistent with models WT1 and WT2, the effect of ‘otrcap’ in conjunction with digitisation, where included, is negative. This points towards disruption/substitution effects. 

· Private IT capital is negative in model WT3, and insignificant in the other models. 

· Consistent with models WT1 and WT2, the conditioning of the effect of IT capital on digitisation is strongly positive and significant in all models whether or not ‘nonggIT’ or ‘ci5ioug’ is in the models, and irrespective of other alterations to the models.
· Together, the results suggest that it is the network related effects of information and communications technology that were important to improving industry performance. The nature of the network effects are related to organisational and coordination improvements (as discussed in box F.2).

The F-statistic for the bounds test is below the lower bound critical value for each of the models, except WT4, suggesting that the variables do not form a long-run co-integrating relationship, and that other estimation strategies should be used to test the relationships. 
The data generating process might be characterised by a trend stationary process or a near trend stationary process, or an I(0) process with breaks. The Dickey-Fuller and Dickey-Fuller GLS univariate tests for MFP do not reject I(1) against a trend stationary alternative. However, the Zivot-Andrews test does reject I(1) against an I(0) alternative with a single break in trend at 1986. Conflicting results for other variables were also obtained. 
Given the bounds test results, model WT6 was estimated in first differences. If variables are I(1), then differencing will result in stationary variables. 
The variables ‘dubai’, ‘nonggIT’ and ‘ci5ioug’ tested out of the model. To control for cost of capital shocks, each of the variables ‘dbondvol’, ‘shrtbond’ and ‘yrbond’ were iteratively included in the test down variable set. Each was significant, but positively signed, and were dropped for the final model. Dropping them did not alter the results for the remaining variables. 

Consistent with the ARDL results, differencing produced negative and significant coefficients on ‘otrcapdg’ and ‘era’, and positive and significant coefficients on ‘ITdigi’ and ‘wtedu’. The differenced model is statistically acceptable. 

Results including road infrastructure 

A large number of ARDL regressions were run to test the effect of road infrastructure on industry MFP. The main result was the same as for most other industries. If road infrastructure is usage adjusted by value added shares, then the estimated elasticity is highly statistically significant and economically very significant (models WTR1 to WTR3 in table F.15). However, it is the usage adjustment that is driving the significance. When tests are run with a road infrastructure measure that is not usage adjusted, then it tests out in all circumstances. 

Given concerns about the road infrastructure variable, the earlier results are preferred for communications infrastructure and the effects of digitisation.

Table F.15
Effects on Wholesale trade MFP, long run coefficients
Dependent variable is ln(MFP)   

	Selection criteria
	SBC
	AIC
	SBC
	SBC

	Lag order
	(0,0,0,1,2)
	(1,0,1,1,2)
	(0,0,0,0,0,1,1)
	(0,2,1,2,2,2)

	Model
	WTR1
	WTR1
	WTR2
	WTR3

	dva
	-
	
	-
	
	0.332
(0.102)
	***
	-
	

	yrbond
	-
	
	-
	
	0.119
(0.039)
	***
	-
	

	bondvol 
	-
	
	-
	
	-
	
	-0.252
(0.098)
	**

	roadug2
	1.108
(0.128)
	***
	1.017
(0.116)
	***
	0.449
(0.195)
	**
	0.835
(0.212)
	***

	ci5ioug
	0.115
(0.042)
	**
	0.109
(0.035)
	***
	0.061
(0.023)
	**
	-0.020
(0.025)
	

	nonggIT
	-0.071
(0.022)
	***
	-0.083
(0.016)
	***
	-0.143
(0.036)
	***
	-0.377
(0.099)
	***

	nongs95
	-
	
	-
	
	0.032
(0.008)
	***
	-
	

	nonggIT*ci5ioug
(interaction)
	-
	
	-
	
	-
	
	0.079
(0.027)
	**

	dubai
	0.056
(0.024)
	**
	0.052
(0.020)
	**
	-
	
	-
	

	intercept
	-1.688
(0.443)
	***
	-1.325
(0.401)
	***
	0.854
(0.729)
	
	0.537
(0.994)
	

	time trend 
	0.022
(0.006)
	***
	0.027
(0.005)
	***
	0.041
(0.011)
	***
	0.011
(0.009)
	

	ECM(-1)
	-
	
	-1.205
(0.117)
	***
	-
	
	-
	

	Test statistics
	
	
	
	
	
	
	
	

	No. of observations
	26
	
	27
	
	27
	
	27
	

	Time period 
	77-02
	
	76-02
	
	76-02
	
	76-02
	

	Step 1 test
	2.313
	
	-
	
	0.958
	
	4.703
	

	Long-run forcing?
	Noa
	
	-
	
	Nob
	
	Noc
	

	R2 
	0.984
	
	0.986
	
	0.986
	
	0.994
	

	Std. error of reg. 
	0.017
	
	0.017
	
	0.016
	
	0.013
	

	DW ‘d’ stat . 
	2.222
	
	2.123
	
	2.412
	
	2.365
	

	Durbin’s ‘h’ stat.
	-
	
	-0.403
(0.687)
	
	-
	
	-
	

	Serial correlation 

	0.676
(0.423)
	
	0.517
(0.483)
	
	0.844
(0.372)
	
	1.012
(0.338)
	

	Functional form 

	2.077
(0.169)
	
	1.147
(0.301)
	
	0.682
(0.421)
	
	0.000
(0.996)
	


(continued on next page)

Table F.15
(continued)
	Selection criteria
	SBC
	AIC
	SBC
	SBC

	Lag order
	(0,0,0,1,2)
	(1,0,1,1,2)
	(0,0,0,0,0,1,1)
	(0,2,1,2,2,2)

	Model
	WTR1
	WTR1
	WTR2
	WTR3

	Normality 
	0.537
(0.764)
	
	1.471
(0.479)
	
	1.800
(0.407)
	
	2.983
(0.225)
	

	Hetero. 

	0.786
(0.384)
	
	0.002
(0.965)
	
	1.239
(0.276)
	
	1.180
(0.288)
	

	AIC (SBC) 
	65(59)
	
	67(60)
	
	69(62)
	
	74(64)
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets. The bounds test related to the step 1 F-statistic and the long-run forcing test are described in appendix J. The other statistical tests are described in table E.2. a F-statistics for ci5ioug and dubai of 3.277 and 4.244, respectively. b F-statistics for yrbond and ci5ioug of 5.553 and 3.949, respectively. c F-statistics for roadug2, ci5ioug and nonggIT*ci5ioug of 4.168, 5.538 and 11.589, respectively. 
Source: Authors’ estimates. 

F.7
Retail trade (RT)
Data description 

Figure F.13 presents the trends in the main variables for Retail trade.
Figure F.13
Trends in key variables for Retail trade
Index 2000-01 = 100; Percentage growth
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Data sources: MFP are Commission estimates; other variables are authors’ estimates based on unpublished ABS data. 

Results  

Models RT1 and RT2 test the significance of general government and road infrastructure, respectively. Similar to other industries, the tests produce very large elasticity estimates for these types of infrastructure when the measures are constructed with a usage adjustment (table F.16). Without the usage adjustment, the variables are not significant. 

The first test without the inclusion of road or general government infrastructure resulted in the variables ‘ci5ioug’, ‘centbrg’ and ‘opgaph11’ testing out of the model (model RT3). The coefficient on private IT capital was positive and highly significant and there is support for a further positive effect of IT capital conditioned on digitisation of the copper network. However, the very large economic magnitude of these coefficients and the coefficient on education were of concern. The bounds test did not reject the null, but other tests indicated that the model was statistically adequate. 

Model RT4 tested the effect of digitisation on the industry’s ‘other’ capital, as well as introducing slope shifts for IT capital (given some of the findings for other industries). The variables ‘trend’, ‘ITdigi’, ‘rtedu’ and ‘opgaph11’ tested out. 

While the effect of ‘otrcapdg’ was positive and significant, the regression produced the unexpected result of a highly negative and significant effect of communication infrastructure. The estimated elasticity for IT capital was much lower than in model RT4, and slope shifts at 1986-87 and 1995-96 were statistically significant. The bounds test rejected the null, but the forcing tests for ‘ci5ioug’ and ‘nonggIT’ were indeterminate. These results matched closely model RT2, but with the exclusion of road infrastructure. 

There does not appear to be a plausible argument why communication infrastructure would have had a negative impact on MFP. Therefore, the test procedure of model RT4 was re-run with communication infrastructure excluded. The model tested down to the same set of variables and the estimated elasticities for the remaining variables were very similar (model RT5). Digitisation of the copper network continued to have a modest positive effect on industry MFP. 
As no single model passed both the bounds test and each of the forcing tests, a number of alternative estimation strategies were tested. First differencing did not produce acceptable results. OLS estimation in levels generally supported a positive and significant coefficient for IT capital of around 0.06, with a shift down in that coefficient of the same order of magnitude at 1986-87, followed by a large increase in the coefficient conditioned on digitisation. Communication infrastructure and other capital conditioned on digitisation were not significant. The residuals of the models displayed a high degree of positive serial correlation.

Table F.16
Effects on Retail trade MFP, long run coefficients

Dependent variable is ln(MFP). Selected by SBC.  

	Lag order
	(3,2,0,0,0)
	(1,0,0,1,0,0,1)
	(1,0,0,1)
	(0,1,2,0,1,1)
	(1,0,1,0,1)
	FMOLS

	Model
	RT1
	RT2
	RT3
	RT4
	RT5
	RT6e

	CPI
	-0.476
(0.117)
	***
	-
	
	-
	
	-
	
	-
	
	-
	

	I3ug2
	0.756
(0.128)
	***
	-
	
	-
	
	-
	
	-
	
	-
	

	roadug2
	-
	
	0.468
(0.149)
	***
	-
	
	-
	
	-
	
	-
	

	otrcapdg 
	-
	
	0.025
(0.009)
	***
	-
	
	0.039
(0.007)
	***
	0.026
(0.012)
	**
	-0.011
(0.013)
	

	ci5ioug
	0.058
(0.056)
	
	-0.074
(0.038)
	*
	-
	
	-0.128
(0.033)
	***
	-
	
	-
	

	nonggIT
	0.213
(0.062)
	***
	0.038
(0.009)
	***
	0.251
(0.095)
	**
	0.059
(0.004)
	***
	0.069
(0.009)
	***
	0.059
(0.006)
	***

	nongs85
	-
	
	-0.051
(0.015)
	***
	-
	
	-0.072
(0.009)
	***
	-0.121
(0.018)
	***
	-0.093
(0.010)
	***

	nongs95
	-
	
	0.016
(0.005)
	***
	-
	
	0.019
(0.004)
	***
	0.027
(0.007)
	***
	-
	

	ITdigi
	-
	
	-
	
	0.125
(0.037)
	***
	-
	
	-
	
	0.053
(0.012)
	***

	rtedu 
	-
	
	-
	
	0.849
(0.290)
	***
	-
	
	-
	
	-
	

	intercept
	3.172
(0.886)
	***
	2.659
(0.722)
	***
	2.373
(1.356)
	*
	4.984
(0.112)
	***
	4.658
(0.041)
	***
	4.563
(0.008)
	***

	time trend 
	-0.034
(0.015)
	**
	-
	
	-0.103
(0.034)
	***
	-
	
	-
	
	-
	

	opgaph11
	-
	
	0.327
(0.168)
	***
	-
	
	-
	
	0.553
(0.309)
	*
	-
	

	ECM(-1)
	-1.012
(0.180)
	***
	-0.787
(0.103)
	***
	-0.437
(0.111)
	***
	-
	
	-0.534
(0.086)
	***
	-
	

	Test statistics
	
	
	
	
	
	
	
	
	
	
	
	

	No. of observations
	26
	
	27
	
	28
	
	27
	
	27
	
	27
	

	Time period 
	77-02
	
	76-02
	
	75-02
	
	76-02
	
	76-02
	
	76-02
	

	Step 1 test
	2.320
	
	6.331
	
	3.435
	
	6.029
	
	2.560
	
	-
	

	Long run forcing?
	Nof
	
	Noa
	
	?b
	
	?c
	
	Nod
	
	-
	

	R2 
	0.964
	
	0.980
	
	0.914
	
	0.977
	
	0.964
	
	-
	

	Std. Error of Reg. 
	0.014
	
	0.010
	
	0.019
	
	0.011
	
	0.013
	
	-
	

	DW ‘d’ stat . 
	2.395
	
	2.654
	
	1.791
	
	2.174
	
	2.525
	
	-
	

	Durbin’s ‘h’ stat.
	-
	
	-2.008
(0.045)
	
	0.685
(0.493)
	
	-
	
	-1.525
(0.127)
	
	-
	


(continued on next page)

Table F.16
(continued)
	Lag order
	(3,2,0,0,0)
	(1,0,0,1,0,0,1)
	(1,0,0,1)
	(0,1,2,0,1,1)
	(1,0,1,0,1)
	FMOLS

	Model
	RT1
	RT2
	RT3
	RT4
	RT5
	RT6e

	Serial correlation 

	2.232
(0.157)
	
	4.775
(0.207)
	
	0.284
(0.600)
	
	0.958
(0.343)
	
	1.980
(0.177)
	
	-
	

	Functional form 

	3.372
(0.088)
	
	1.742
(0.207)
	
	0.694
(0.415)
	
	0.314
(0.583)
	
	0.197
(0.663)
	
	-
	

	Normality 
	0.638
(0.727)
	
	1.216
(0.544)
	
	1.320
(0.517)
	
	2.794
(0.247)
	
	0.318
(0.853)
	
	-
	

	Hetero. 

	0.307
(0.585)
	
	4.541
(0.043)
	
	0.001
(0.971)
	
	0.130
(0.721)
	
	7.865
(0.010)
	
	-
	

	AIC (SBC) 
	71(64)
	
	81(74)
	
	68(63)
	
	79(72)
	
	75(69)
	
	-
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets. The bounds test related to the step 1 F-statistic and the long-run forcing test are described in appendix J. The other statistical tests are described in table E.2. a F-statistic for nonggIT and nongs85 of 6.734 and 3.188, respectively. b F-statistic for ITdigi indeterminate at 4.235. c F-statistics for ci5ioug and nonggIT of 2.649 and 3.805, respectively. d F-statistic for nonggIT of 9.641. e Estimated with FMOLS using Bartlett weights and a truncation lag of one with the assumption that at least one of the regressors has a drift. The results were not sensitive to other specifications and assumptions. f F-statistics for CPI, I3ug2 and ci5ioug of 14.116, 2.994 and 3.146, respectively.
Source: Authors’ estimates. 

Models were also estimated with FMOLS under various specifications of the lag length and assumptions about the time series properties of the data. The pattern of a positive effect of IT capital and a significant reduction in the elasticity in the mid-1980s, followed by a large positive effect conditioned on digitisation, held in all tests (model RT6). 

Model RT6 displays a high degree of positive serial correlation following FMOLS estimation with the correlogram indicating a coefficient of almost +0.4 after one period (figure F.14). As the model is re-estimated by successively shortening the sample, beginning with dropping the earliest observations first, the residuals of the model become better behaved. For example, if the sample is restricted to 1984-85 to 2002‑03, then the coefficients and standard errors on ‘otrcapdg’ and ‘ITdigi’ are ‑0.016 (0.007) and +0.074 (0.007), and the correlogram indicates that there is no serial correlation in the residuals. 

Figure F.14
Post-estimation tests for model RT6, 1976-77 to 2002-03
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Data source: Authors’ estimates. 

Summary

Johnston et al. (2000) noted a number of factors that may have had an impact on retail productivity — competition; rationalisation (capturing economies of scale); technological change being biased against labour; supply-chain integration; regulated hours worked (at least on labour productivity); and expansion of low labour productivity sub-industries. 

While the models cannot capture the ‘richness’ of findings based on case study approaches, the results do support varying effects from technological change. The results support an effect of IT capital that has varied substantially over time. There is evidence that digitisation has had effects on Retail trade, but the different model specifications point to different channels. Models RT4 and RT5 suggest a positive effect in conjunction with the industry’s conventional capital. Model RT6 favours a positive effect together with IT capital. 

F.8
Transport & storage (TS)
Data description
Figure F.15 presents the trends in the main variables for Transport & storage. The pattern of growth for MFP, capital services and labour inputs is similar. For some other industries, the series show distinctly different patterns (for example, hours worked declining from the mid-1970s). For TS, capital services has grown appreciably faster, but the overall impression, compared with some industries, is of steady-state growth.
Figure F.15
Trends in key variables for Transport & storage 

Index 2000-01 = 100
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Data sources: MFP are Commission estimates; other variables are authors’ estimates based on unpublished ABS data. 

Unit root testing indicated that most variables were likely non-stationary, although Zivot-Andrews tests sometimes rejected I(1) behaviour in favour of an I(0) process with a single break in the mid-1980s (table F.17). The non-usage adjusted variable ‘roads’ tested as I(1) to I(2) (see the unit root tests for the market sector in appendix G). 

Table F.17
Unit root testa findings for Transport & storage, 1974-75 to 2002-03  

Critical values of 5 per cent used for tests. 
	
	No breaks
	Zivot-Andrews: 
single break 
	Additive/Innovational Outlier Clemente, Montanes & Reyes tests

	MFP 
	I(1)
	I(1) rejected against I(0) with break in trend with min. t-stat. at 1986
	Innov. outlier/Add. outlier single/ double break tests do not reject I(1)

	Road infrastructure (roadug2)
	I(0) with drift – I(1)
	I(1) rejected against I(0) with break in trend with min. t-stat. at 1978
	Innov. outlier/Add. outlier single/ double break tests do not reject I(1)

	Communications infrastructure (ci5ioug)
	I(1)
	I(1) 
	Innov. outlier/Add. outlier single/ double break tests do not reject I(1)

	Private IT capital (nonggIT) 
	I(0) with drift – I(1)
	I(1) 
	Innov. outlier single and double break tests reject I(1). Add. outlier tests do not

	Industry human capital
(tsedu)
	I(0) trend stationary
	I(1) rejected in favour of break in intercept & trend with min. t-stat at 1985
	Innov. outlier/Add. outlier single/ double break tests do not reject I(1)


Source: Authors’ estimates. 
Results 

Models were estimated with both the inclusion and exclusion of road infrastructure. Regressions using the ARDL approach to co-integration analysis were supplemented with alternative estimation strategies in response to unsatisfactory results.

Background to the tests
When the ABS constructs industry capital stocks it allocates Australia’s public road infrastructure assets to the industry Transport & storage. As the industry’s capital services measure used to construct MFP already contains public road infrastructure, the interpretation of the estimated elasticity is therefore an excess interpretation (that does not include the free input effect).
It might be expected that the excess return for this industry would be zero or possibly negative, representing a very large asset ‘parked’ on the accounts of the industry, but with external effects ‘realised’ by other market sector industries. 

Regressions tested both usage-adjusted and non-adjusted road infrastructure measures. The maximum allowable lag length and the inclusion of specific controls varied by test. 

The results from two regressions using the usage-adjusted road infrastructure variable ‘roadug2’ are presented in table F.18. Model TSR1 trades off a rich set of controls for additional dynamics with a maximum allowable lag length of three lags. It includes only the primary variables of interest and a time trend. A range of shock and cycle variables were tested to improve the model, including: ‘opgaph11’; ‘yrbond’; ‘shrtbond’; ‘totgdsvl’; ‘bondvol’; and ‘CPI’. 
Model TSR2 reduces the maximum allowable lag in order to increase the set of control variables. Variables that tested out of the model are listed in the table notes. 

Neither model TSR1 or TSR2 passed both the bounds test and all the long-run forcing tests. Therefore, a general-to-specific test down procedure was performed using standard OLS estimation (model TSR3). Controls variables are signed as expected. The residuals of the model do not contain a unit root lending some support to the interpretation that the variables form a co-integrating relationship (figure F.16). 

Results including road or general government infrastructure 

The coefficient on road infrastructure is very economically and statistically significant in each of models TSR1 to TSR3. However, these results should be rejected. While the bounds test rejects the null for model TSR1, ‘roadug2’ fails the forcing test. The bounds test is indeterminate for model TSR2. 

Models were estimated using the variable ‘roads’ that is not usage adjusted. A number of different specifications were estimated constrained by the same trade-off between dynamics and the richness of the initial variable set. With a maximum allowable lag of three periods, and testing various definitions and combinations of a trend, cycle and scale control term, a model could not be generated with road infrastructure positive and significant. Reducing the allowable lags to one period and including a set of control variables in a test down procedure did not produce satisfactory models, and the estimated elasticities for ‘roads’ contained very large standard errors. This strongly suggests that it is the usage adjustment alone that is driving significance in models TSR1 to TSR3. 
The same pattern of  results apply to tests of the effects of general government infrastructure. Regressions were run with the variables ‘I3ug2’ (models TSR4 and TSR5) and ‘I3’. Model TSR4 contains a broader set of controls, while TSR5 contains richer dynamics. Usage‑adjusted general government infrastructure is highly significant, just like the results for usage-adjusted road infrastructure. However, dropping the usage adjustment in tests of ‘I3’ resulted in general government infrastructure being insignificant in explaining industry MFP. 

Table F.18
Effects on Transport & storage MFP, with road infrastructure 

Dependent variable is ln(MFP). 

	Selection criteria
	AIC/SBC
	SBC
	
	SBC
	SBC

	Max. lag
	3
	1
	
	1
	3

	Lag order
	(3,0,0,1)
	(0,1,1,0,0,0)
	OLS
	(0,0,1,1,1,0,0,0)
	(2,2,2,0)

	Model
	TSR1
	TSR2a
	TSR3b
	TSR4f
	TSR5

	roadug2
	1.031
(0.473)
	***
	0.747
(0.074)
	***
	-
	
	-
	
	-
	

	roads
	-
	
	-
	
	1.147
(0.463)
	***
	-
	
	-
	

	I3ug2
	-
	
	-
	
	-
	
	0.722
(0.085)
	***
	0.781
(0.100)
	***

	ci5ioug
	0.054
(0.051)
	
	0.032
(0.010)
	***
	0.096
(0.027)
	***
	-
	
	-
	

	nonggIT
	-0.077
(0.027)
	**
	-0.050
(0.009)
	***
	0.012
(0.006)
	*
	0.000
(0.010)
	
	0.016
(0.005)
	***

	nongs86
	-
	
	-
	
	-
	
	0.016
(0.005)
	***
	
	

	nongs95
	-
	
	-
	
	-
	
	0.011
(0.003)
	***
	
	

	ITdigi
	-
	
	-
	
	-
	
	-
	
	0.037
(0.002)
	***

	tsedu
	-
	
	-
	
	-
	
	0.137
(0.071)
	*
	-
	

	era
	-
	
	-
	
	-0.125
(0.049)
	**
	-
	
	-
	

	tiopen
	-
	
	0.084
(0.046)
	*
	0.189
(0.074)
	***
	0.252
(0.054)
	***
	-
	

	centbrg
	-
	
	-
	
	-0.032
(0.010)
	***
	-0.010
(0.006)
	*
	-
	

	dubai 
	-
	
	0.022
(0.007)
	***
	-
	
	-
	
	-
	

	intercept
	-0.632
(2.067)
	
	0.195
(0.312)
	
	-0.372
(1.791)
	
	-0.583
(0.594)
	
	0.788
(0.440)
	*

	Time trend 
	0.020
(0.009)
	
	0.018
(0.003)
	***
	-0.028
(0.011)
	**
	-
	
	-
	

	opgaph11 
	-
	
	0.577
(0.109)
	***
	0.571
(0.138)
	***
	-
	
	0.553
(0.162)
	***

	ECM(-1)
	-0.562
(0.194)
	***
	-
	
	-
	
	-
	
	-1.115
(0.176)
	***

	Test statistics
	
	
	
	
	
	
	
	
	
	

	No. of observations
	26
	
	28
	
	28
	
	28
	
	26
	

	Time period 
	77-02
	
	75-02
	
	75-02
	
	75-02
	
	77-02
	

	Step 1 test
	5.479
	
	3.146
	
	-
	
	1.525
	
	6.022
	

	Long run forcing?
	Noc
	
	Nod
	
	-
	
	Nog
	
	Yes
	

	R2 
	0.993
	
	0.998
	
	0.992
	
	0.997
	
	0.998
	


(continued on next page)
Table F.18
(continued)
	Selection criteria
	AIC/SBC
	SBC
	
	SBC
	SBC

	Max. lag
	3
	1
	
	1
	3

	Lag order
	(3,0,0,1)
	(0,1,1,0,0,0)
	OLS
	(0,0,1,1,1,0,0,0)
	(2,2,2,0)

	Model
	TSR1
	TSR2a
	TSR3b
	TSR4f
	TSR5

	Std. Error of Reg. 
	0.015
	
	0.009
	
	0.018
	
	0.012
	
	0.008
	

	DW ‘d’ stat . 
	1.935
	
	2.173
	
	1.840
	
	2.458
	
	2.108
	

	Serial correlation 

	0.016
(0.901)
	
	0.224
(0.642)
	
	0.140
(0.712)
	
	1.547
(0.232)
	
	0.092
(0.766)
	

	Functional form 

	0.016
(0.901)
	
	1.029
(0.325)
	
	0.365
(0.554)
	
	0.107
(0.748)
	
	4.652
(0.049)
	

	Normality 
	1.918
(0.383)
	
	1.182
(0.554)
	
	1.023
(0.599)
	
	0.463
(0.793)
	
	0.174
(0.917)
	

	Hetero. 
	0.061
(0.807)
	
	0.008
(0.928)
	
	0.470
(0.499)
	
	0.369
(0.549)
	
	4.481
(0.045)
	

	AIC (SBC) 
	69(63)
	
	87(80)
	
	70(64)
	
	81(74)
	
	83(76)
	

	ADF test of residuals
	-
	
	-
	
	-5.548e
	
	-
	
	-
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets. The bounds test related to the step 1 F-statistic and the long-run forcing test are described in appendix J. The other statistical tests are described in table E.2. a Variables that tested out were otrcapdg, ITdigi, nongs86, tsedu and ci5ioug. b Variables that tested out were nongs86, nongs95, tsedu, and era. c F-statistic for roadug2 of 5.911. d F-statistic for ci5ioug of 5.139. e Augmented Dickey-Fuller test. The null of no co-integrating relationship is rejected. f Variables that tested out were ci5ioug, otrcapdg ITdigi, and era. g F-statistics for I3ug2 and tsedu of 3.472 and 4.437, respectively. 

Source: Authors’ estimates. 

Figure F.16
Post-estimation tests for model TSR3 
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Data source: Authors’ estimates. 

Results excluding road and general government infrastructure 

Different initial variable sets were established for the tests of models that excluded road and general government infrastructure. All models were estimated as ARDL (1,1) or (2,2) models and selected by SBC. None of the selected models included a lagged dependent variable (table F.19). 

For model TS1, ‘ci5ioug’, ‘ITdigi’, ‘centbrg’, and ‘opgaph11’ tested out of the models. It was thought that the cost of holding materials and goods might be a factor influencing investment and productivity in the industry and, therefore, various measures of the cost of capital were tested, including changes in two to three year bond yields ‘dshrtbond’. A slope shift term on IT capital was also tested at 1992 and was not significant. 
The cost of capital measures were not significant and were dropped from the initial variable set for model TS2. The variables ‘ci5ioug’, ‘ITdigi’, ‘centbrg’ and ‘opgaph11’ tested out. Compared with model TS1, IT capital becomes significant, while the industry-specific education measure becomes statistically insignificant. 

As models TS1 and TS2 did not clearly reject the null hypothesis of no long-run relationship, the specification of models TS3 to TS6 tested the introduction of additional dynamics and/or allowed for parameter change in the intercept and/or the coefficient on IT capital. 

Model TS3 allowed the intercept to shift. The variables ‘tiopen’, ‘ci5ioug’, ‘opgaph11’ and ‘tsedu’ tested out. The magnitude of the effects for ‘otrcapdg’ and ‘nonggIT’ are increased and IT capital conditioned on digitisation becomes highly significant. 

Model TS4 introduced slope shift terms for IT capital at 1986, 1992 and 1995. The variables ‘tsedu’, ‘era’, ‘opgaph11’, and a time trend tested out. The shift at 1986 (‘nongs86’) was negative and significant, while the other slope shifts tested out. 
The conditioning of IT capital on digitisation continued to result in a positive and highly significant effect. Overall, the model points to a significant increase in the effect of IT capital on productivity in the 1990s resulting from complementarity between IT capital and digital transmission. 
The F-statistic from the long-run forcing test for centralised bargaining is indeterminate in models TS3 and TS4, while all other variables pass the test. Dropping ‘centbrg’ from model TS4 and re-testing down resulted in model TS5. The variables ‘era’, ‘tsedu’, ‘nongs92’, a linear time trend, and ‘opgaph11’ tested out. 

Tests of the inclusion of ‘ci5ioug’ with ‘nonggIT’ and an interaction term did not produce significant results. 

Model TS5 is the preferred ARDL model overall as signs accord with expectations, it incorporates adequate controls for other sources of influences on MFP, the F‑statistic for rejecting the null in the bounds test is not far outside 5 per cent, and only the variable ‘tiopen’ is marginally indeterminate in the forcing tests. 
Table F.19
Effects on Transport & storage MFP, no road infrastructure 

Dependent variable is ln(MFP). Selected by SBC. Model TS6 estimated by OLS   

	Lag order
	(0,0,0,0,0,0,0)
	(0,0,0,0,0,0)
	(0,0,0,0,0,1)
	(0,0,0,0,0,0,1)
	(0,0,1,0,0,0,1)
	OLS

	Model
	TS1
	TS2
	TS3
	TS4
	TS5
	TS6a

	ci5ioug
	-
	
	-
	
	-
	
	0.047
(0.025)
	*
	0.108
(0.035)
	***
	-
	

	otrcapdg
	-0.041
(0.017)
	**
	-0.037
(0.017)
	**
	-0.108
(0.037)
	***
	-0.115
(0.037)
	***
	-0.096
(0.028)
	***
	-0.026
(0.014)
	*

	nonggIT
	0.015
(0.011)
	
	0.021
(0.010)
	**
	0.063
(0.008)
	***
	0.066
(0.006)
	***
	0.050
(0.010)
	***
	0.051
(0.008)
	***

	nongs86
	-
	
	-
	
	-
	
	-0.020
(0.010)
	**
	-0.025
(0.011)
	**
	-0.015
(0.008)
	*

	ITdigi
	-
	
	-
	
	0.109
(0.050)
	**
	0.148
(0.040)
	***
	0.097
(0.027)
	***
	-
	

	tsedu 
	0.230
(0.128)
	*
	0.219
(0.130)
	
	-
	
	-
	
	-
	
	-
	

	era
	-0.178
(0.059)
	***
	-0.178
(0.060)
	***
	-0.138
(0.074)
	*
	-
	
	-
	
	-0.166
(0.053)
	***

	tiopen
	0.533
(0.131)
	***
	0.409
(0.097)
	***
	-
	
	-
	
	0.280
(0.131)
	**
	0.201
(0.090)
	**

	centbrg
	-
	
	-
	
	0.044
(0.021)
	*
	0.034
(0.017)
	*
	-
	
	-0.020
(0.008)
	***

	dshrtbond 
	-0.055
(0.040)
	
	-
	
	-
	
	-
	
	-
	
	-
	

	intercept
	2.046
(0.975)
	**
	2.615
(0.903)
	***
	4.764
(0.489)
	***
	3.859
(0.118)
	***
	2.736
(0.588)
	***
	4.502
(0.552)
	***

	shift1986
	-
	
	-
	
	-0.043
(0.022)
	*
	-
	
	-
	
	-
	

	opgaph11
	-
	
	-
	
	-
	
	-
	
	-
	
	0.497
(0.151)
	***

	Test statistics
	
	
	
	
	
	
	
	
	
	
	
	

	No. of observations
	28
	
	28
	
	27
	
	28
	
	27
	
	28
	

	Time period 
	75-02
	
	75-02
	
	76-02
	
	75-02
	
	76-02
	
	75-02
	

	Step 1 test
	2.231
	
	3.016
	
	3.229
	
	2.752
	
	3.401
	
	-
	

	Long run forcing?
	Nob
	
	Noc
	
	?d
	
	?e
	
	?f
	
	-
	

	R2 
	0.983
	
	0.982
	
	0.987
	
	0.989
	
	0.987
	
	0.990
	

	Std. error of reg. 
	0.025
	
	0.025
	
	0.021
	
	0.021
	
	0.021
	
	0.020
	


(continued on next page)
Table F.19
(continued) 

	Lag order
	(0,0,0,0,0,0,0)
	(0,0,0,0,0,0)
	(0,0,0,0,0,1)
	(0,0,0,0,0,0,1)
	(0,0,1,0,0,0,1)
	OLS

	Model
	TS1
	TS2
	TS3
	TS4
	TS5
	TS6a

	DW ‘d’ stat . 
	1.791
	
	1.705
	
	1.919
	
	2.139
	
	1.990
	
	1.675
	

	Serial correlation 

	0.052
(0.822)
	
	0.168
(0.686)
	
	0.113
(0.740)
	
	0.111
(0.743)
	
	0.124
(0.730)
	
	0.633
(0.436)
	

	Functional form 

	0.265
(0.613)
	
	0.296
(0.592)
	
	2.062
(0.168)
	
	0.223
(0.642)
	
	1.341
(0.263)
	
	1.083
(0.311)
	

	Normality 
	1.632
(0.442)
	
	1.480
(0.477)
	
	0.101
(0.951)
	
	0.172
(0.918)
	
	0.699
(0.705)
	
	0.833
(0.659)
	

	Hetero. 

	2.199
(0.150)
	
	1.417
(0.245)
	
	2.083
(0.161)
	
	2.451
(0.130)
	
	4.424
(0.046)
	
	2.777
(0.108)
	

	AIC (SBC) 
	61(56)
	
	61(57)
	
	62(57)
	
	66(60)
	
	62(56)
	
	67(62)
	

	ADF test of residuals
	-
	
	-
	
	-
	
	-
	
	-
	
	-5.465g
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets. The bounds test related to the step 1 F-statistic and the long-run forcing test are described in appendix J. The other statistical tests are described in table E.2. a Variables that tested out were a human capital control (tsedu or QALI), scale controls (hrs, ksrv or inptxadj), ci5ioug, ITdigi, and a linear trend term. b F-statistics for dshrtbond, tsedu and tiopen of 3.210, 3.221 and 6.726, respectively. c F-statistics for tsedu and tiopen of 3.914 and 3.729, respectively. d F-statistic for centbrg of 3.013. e F-statistic for centbrg of 3.461. f F-statistic for tiopen of 2.751. g Augmented Dickey-Fuller test. The null of no co-integrating relationship is rejected.

Source: Authors’ estimates. 

The bounds test for the models in table F.19 did not provide a clear rejection of the hypothesis that the variables do not form a long-run co-integrating relationship. Therefore, a number of alternative estimation strategies were pursued.   

· First differencing: first differenced models produced results that, while the signs and magnitudes of variables were reasonable, the standard errors of the estimates were very wide on all variables. 

· OLS in levels: model TS6 in table F.19 was estimated with OLS with tests of the residuals rejecting the presence of a unit root. The absence of a unit root, if the variables are non-stationary, provides support for a co-integrating relationship. The statistical tests for the model and the tests in figure F.17 produce acceptable results, except that the distribution of the residuals could be more ‘normal’.
· IT capital had a positive impact on industry MFP. The process of digitisation appears to have lowered the marginal product of the industry’s ‘other’ capital. These results are supported by the results for models TS3 to TS5. There is also evidence from the ARDL models that digitisation increased the effect of IT capital on industry MFP.  
Figure F.17
Post-estimation tests for model TS6 
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Data source: Authors’ estimates. 

Summary

The regressions are unable to provide an estimate of the economic magnitude of the effect of road infrastructure, or general government infrastructure more broadly, on the industry’s MFP performance.  

Digitisation of the telecommunications network and the significant increase in the network’s capacity to transmit information appears to be part of a process that resulted in significant impacts on the industry’s capital. Complementary effects appear to dominate for IT capital, thereby increasing its marginal product. Disruptive effects appear stronger for other private capital.
F.9
Communication services (COM)
Data description

Figure F.18 presents the trends in the main variables for Communication services.
Figure F.18
Trends in key variables for Communication services
Index 2000-01 = 100; Percentage growth 
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Data sources: MFP are Commission estimates; other variables are authors’ estimates based on unpublished ABS data. 

Unit root testing rejected I(2) (table F.20). Most tests pointed towards I(1), although some tests favoured I(0) with structural break(s). For MFP, dfuller rejects I(2), but dfgls only rejects I(2) if against I(1) with a trend term — suggesting that the growth rates are stationary around a deterministic trend. 
Table F.20
Unit root test findings for Communication services, 1974-75 to 2002-03  

Critical values of 5 per cent used for tests. 
	
	No breaksa
	Zivot-Andrews: 
single breakb
	Additive/Innovational Outlier Clemente, Montanes & Reyes tests

	MFP 
	I(2) rejected against I(1) with trend 
	I(1) not rejected. I(2) rejected against I(1) with break in trend at 1991
	Additive outlier/Innovational outlier tests do not reject I(1). I(2) rejected against I(1) with breaks at 1984 and 1996 

	nonggIT
	I(1)
	I(1) not rejected
	Additive outlier tests do not reject I(1). Double break Innovational outlier test rejects I(1) with breaks at 1977 and 1997

	comedu
	I(1) rejected against trend stationary process
	I(1) not rejected
	Single/Double break Additive outlier/Innovational outlier tests do not reject I(1)


Source: Authors’ estimates. 
Results excluding general government and road infrastructure 

Tests of usage-adjusted general government or road infrastructure resulted in the same unrealistically large coefficients as for other industries. Non-usage adjusted measures were not significant. Therefore, the tests below focus on detecting the effect of digitisation and IT capital.
Model COM1 tests whether the effect of digitisation increased the marginal product of the industry’s entire capital services ‘ksrv’ (table F.21). As there is some overlap between ‘ksrv’ and other forms of capital re-entered as explanatory variables, model COM2 tests the interaction between digitisation and the industry’s own ‘other’ capital. The effect of IT capital and education is also investigated in the models. A number of variables consistently tested out of the models, including: ‘ITdigi’; an interaction term between ‘nonggIT’ and ‘ci5’ when both were included; a dummy for the Y2K bug under various constructions; and a linear time trend. The allowable maximum lag and lag order selection criteria differs across the models. 

The main results from models COM1 and COM2 are as follows. 

· The digitisation of the copper network appears to have increased the marginal product of the industry’s capital stock. 

· The industry’s IT capital has had a positive excess effect on productivity. The effect is declining slowly. It is possible that the significance of the trend decline in the effect of IT capital ‘nongtrnd’ is picking up a persistent error in the quality adjustment methods used to construct the IT capital services index, rather than a trend decline in the marginal product of IT capital as such.  

· The increase in the proportion of employed with post-secondary school qualifications appears to have had an important positive effect on industry productivity, although it is not particularly well estimated in some regressions and it is sensitive to the inclusion of the trend decline in the elasticity of IT capital. 
The models do not provide a clear rejection of the null hypothesis of no long-run co-integrating relationship between the variables. If education is dropped from model COM2a, then its bounds test F-statistic increases to 3.837 and is indeterminate. 
The failure of the bounds test to provide a clear acceptance or rejection of the null, suggests that the long-run properties of the models need to be further investigated using other estimation strategies. A model was estimated using FMOLS. FMOLS is sensitive to the requirement that the dependent variable and regressors are I(1), as tended to be favoured by the unit root tests in table F.20. 
The FMOLS results provide support for the direction and the magnitude of effects found in models COM1 and COM2. IT capital and rising human capital had large, positive effects on industry MFP. Digitisation of the copper network increased the marginal product of the industry’s own ‘other’ capital. The construction of ‘otrcapdg’ conditions the effect of other capital on the share of access lines digitised and the elasticity must be evaluated at different values. From 1998-99, the share of access lines is 100 per cent, so the elasticity is just the estimated coefficient as presented in the tables. For values between 1990-91 and 1998-99, the economic magnitude of the elasticity is less than the presented coefficient.

Table F.21
Effects on Communication services MFP

Standard errors in brackets. 

	Lag order 
	(2,0,0,0,0)
	(2,1,0,1,0)
	(1,1,0,1,0)
	(2,1,0,0,0)
	(1,1,1,1,0)
	-

	Max. lag 
Selection 
	2
SBC
	2
AIC
	1
SBC
	2
SBC
	1
AIC
	FM OLSd

	Model 
	COM1a
	COM1b
	COM1c
	COM2a
	COM2b
	COM3

	ksrvdg
	0.120
(0.016)
	***
	0.134
(0.017)
	***
	0.154
(0.023)
	***
	-
	
	-
	
	-
	

	otrcapdg
	-
	
	-
	
	-
	
	0.112
(0.014)
	***
	0.132
(0.020)
	***
	0.083
(0.017)
	***

	nonggIT
	0.224
(0.016)
	***
	0.247
(0.020)
	***
	0.267
(0.027)
	***
	0.218
(0.015)
	***
	0.259
(0.034)
	***
	0.241
(0.020)
	***

	nongtrnde
	-0.006
(0.001)
	***
	-0.007
(0.001)
	***
	-0.009
(0.001)
	***
	-0.005
(0.001)
	***
	-0.007
(0.001)
	***
	-0.007
(0.001)
	***

	comedu
	0.234
(0.168)
	
	0.278
(0.160)
	*
	0.469
(0.204)
	**
	0.192
(0.148)
	
	0.408
(0.209)
	*
	0.323
0.127)
	**

	intercept
	2.915
(0.727)
	***
	2.757
(0.687)
	***
	1.986
(0.884)
	**
	3.089
(0.642)
	***
	2.189
(0.912)
	**
	2.539
(0.551)
	***

	opgaph11
	1.252
(0.514)
	**
	0.790
(0.492)
	
	1.129
(0.555)
	*
	0.911
(0.470)
	*
	1.278
(0.661)
	*
	1.174
(0.317)
	***

	ECM(-1)  
	-0.879
(0.169)
	***
	-0.898
(0.177)
	***
	-0.669
(0.147)
	***
	-0.965
(0.178)
	***
	-0.678
(0.165)
	***
	-
	

	Test statistics
	
	
	
	
	
	
	
	
	
	
	
	

	No. of observations
	27
	
	27
	
	28
	
	27
	
	26
	
	27
	

	Time period 
	76-02
	
	76-02
	
	75-02
	
	76-02
	
	77-02
	
	76-02
	

	Step 1 test
	2.500
	
	2.500
	
	3.325
	
	2.845
	
	3.412
	
	-
	

	Long run forcing?
	?a
	
	?a
	
	?b
	
	Y
	
	?c
	
	-
	

	R2 
	0.995
	
	0.996
	
	0.996
	
	0.996
	
	0.995
	
	-
	

	Std. Error of Reg. 
	0.029
	
	0.028
	
	0.030
	
	0.029
	
	0.030
	
	-
	

	DW ‘d’ stat . 
	2.143
	
	2.090
	
	1.562
	
	2.135
	
	1.615
	
	-
	

	Durbin’s ‘h’ stat.
	-
	
	-
	
	1.849
(0.065)
	
	-
	
	1.820
(0.069)
	
	-
	

	Serial correlation 

	0.244
(0.627)
	
	0.113
(0.741)
	
	1.535
(0.231)
	
	0.197
(0.662)
	
	1.198
(0.291)
	
	-
	

	Functional form 

	0.214
(0.649)
	
	0.075
(0.787)
	
	0.061
(0.807)
	
	0.283
(0.601)
	
	0.170
(0.685)
	
	-
	

	Normality 
	5.764
(0.056)
	
	12.468
(0.002)
	
	2.490
(0.288)
	
	10.303
(0.006)
	
	5.672
(0.059)
	
	-
	

	Hetero. 

	0.001
(0.976)
	
	0.030
(0.863)
	
	0.118
(0.734)
	
	0.000
(0.992)
	
	0.006
(0.937)
	
	-
	

	AIC (SBC) 
	54(48)
	
	55(48)
	
	55(49)
	
	54(48)
	
	50(44)
	
	-
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets. The bounds test related to the step 1 F-statistic and the long-run forcing test are described in appendix J. The other statistical tests are described in table E.2. a F-statistic for comedu indeterminate at 2.983. b F-statistic for nongtrnd indeterminate at 3.500. c F-statistic for nongtrnd of 3.472. d Estimated with Phillips and Hansen (1990) Fully Modified OLS. Bartlett lag windows used with lags between two and five. The results were not sensitive to the number of lags used or to the inclusion of the cycle variable which is not I(1). Assumed drift in at least one variable. e Mean trend value over the sample is 21.5.  

Source: Authors’ estimates. 

The statistical properties of models COM1 and COM2 are reasonable, except for the failure of the normality tests. The residuals of model COM3 show residual autocorrelation (figure F.19). As the sample is shortened by dropping the earliest observations, the presence of residual autocorrelation diminishes. The coefficients on ‘otrcapdg’ and ‘nonggIT’ remains highly significant, but after 1985 education is no longer significant.
Figure F.19
Post-estimation tests for model COM3 with estimated FMOLS
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Data source: Authors’ estimates. 

F.10
Finance & insurance (FIN)
Data description 

Figure F.20 presents the trends in the main variables for Finance & insurance. MFP decreased until the mid-1980s, than began to increase. Capital services have increased very strongly.
Figure F.20
Trends in key variables for Finance & insurance
Index 2000-01 = 100
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Data sources: MFP are Commission estimates; other variables are authors’ estimates based on unpublished ABS data. 

The unit root tests without breaks indicate that the variables are of an order less than I(2) (table F.22). MFP, private IT capital, and private IT capital conditioned on digitisation appear characterised by a drift. The Zivot-Andrews tests indicate that a number of the variables are level stationary I(0) with a break in intercept. The innovational outlier tests point to structural breaks in the early to mid-1980s and then again in the early to mid-1990s. 
Table F.22
Unit root test findings for Finance & insurance, 1974-75 to 2002‑03  

Critical values of 5 per cent used for tests. 
	
	No breaks a
	Zivot-Andrews: 
single break b
	Innovational Outlier tests

	MFP 
	I(0) with drift or I(1) with trend 
	I(2) rejected against I(1) with trend break and min. t-stat at 1987
	Single and double break Innov. outlier tests reject I(2) with breaks at 1984 & 90

	Communications infrastructure (ci5ioug)
	I(1)
	I(1) rejected against I(0) with intercept break and min. t-stat at 1993
	Single break Innov. outlier rejects I(2) with break at 1992. Double break Innov. outlier rejects I(2) with breaks at 1992 & 95

	Private IT capital (nonggIT) 
	I(0) with drift, but very sensitive to specific test
	Break in trend and intercept tests indicate I(2)
	Single break Innov. outlier tests indicates I(2). Double break test indicates I(0) with breaks at 1982 and 94.

	IT capital and digitisation
(ITdigi)
	I(0) with drift, but very sensitive to specific test
	Break in intercept indicates I(0) with min. t-stat at 1993
	Single and double break tests do not reject I(2)

	Education
(finedu)
	I(1)
	Break in intercept indicates I(0) with min. t-stat at 1996
	Single and double break tests do not reject I(2) with breaks at 1992 & 96


Source: Authors’ estimates. 
Results 

Tests of usage-adjusted general government or road infrastructure resulted in the same unrealistically large coefficients as for other industries. Non-usage adjusted measures were not significant. Therefore, the tests below focus on detecting the effect of communication infrastructure.
Table F.23 presents results based on the ARDL co-integration technique and table F.24 presents results based on other estimation strategies (first differencing, standard OLS in levels and FMOLS). The strategies were investigated as some of the ARDL models did not pass bounds and/or forcing tests, or, where they did, there was some other aspect to the model that was not entirely satisfactory. All of the selected ARDL models are dynamic models.
From the regressions undertaken, the key results are as follows.
· IT capital had a significant negative effect on industry productivity, but its elasticity increased markedly post-1985. Overall, there is solid evidence of substantial variation in the effect of IT capital.
· There is evidence of a positive effect of communication infrastructure both directly and, more robustly, through the interaction between digitisation and the industry’s other capital.
· There is no evidence of a significant positive effect in the interaction between the industry’s IT capital and digitisation of the copper network. 

· Increases in the quality of labour appear to have had a very economically significant positive impact on industry productivity.  

These results hold under different model specifications/variable sets and estimation strategies. However, the magnitude of the estimated effects vary substantially. 

There is no single preferred ARDL model. Models FIN2 and FIN6 pass both the bounds and forcing tests, but the degree of negative serial correlation in model FIN6 is a concern. FIN2 contains only other capital and IT capital with the model indicating that the elasticity on IT capital may have become positive post-1985. Models FIN1 and FIN3 to FIN5 do not pass the bounds or all of the forcing tests, but are statistically adequate otherwise. Information criteria select model FIN3. 

To capture changes in the effect of IT capital, the models include slope shifts. A different approach is to choose different functional forms for the variable. For example, if a squared term is entered for ‘nonggIT’ (not shown), then the primary coefficient is negative and significant at around -0.080 (depending on the model) and the squared term is positive and significant at around +0.004. Conditioning the effect of IT capital on its own level would be one way of picking up various possible network effects as IT became increasingly diffused throughout the economy. Modelling the effect as a quadratic or higher polynomial runs into the problem that the effects can continue to increase or decrease indefinitely. Other functional forms could be chosen that bound the effect to avoid this problem (such as allowing the effect of IT capital to change over time governed by a logit function or modelling the effect of IT capital within a ‘smooth transition’ framework). 

The regression results provide reasonably robust evidence that Finance & insurance has struggled to realise significant productivity improvements from IT capital. The problem does not appear related to the digitisation of the copper network, possibly because the industry is fairly concentrated and major players in the industry made significant use of dedicated high speed lines throughout most of the 1980s. Those ‘private’ lines are not captured in the digitisation variables.
Table F.23
Effects on Finance & insurance MFP
Standard errors in brackets. Selected by SBC. 
	Lag order
	(1,0,0,0,0)
	(1,0,1,1)
	(1,0,0,0,1,0,0,0)
	(1,0,0,0)
	(1,0,0,0,1,0)
	(2,1,0,1,0)

	Model 
	FIN1g
	FIN2c
	FIN3
	FIN4d
	FIN5
	FIN6

	otrcapdg
	0.081
(0.040)
	*
	0.011
(0.006)
	*
	0.060
(0.011)
	***
	0.128
(0.029)
	***
	0.028
(0.006)
	***
	0.037
(0.005)
	***

	ci5ioug
	0.134
(0.066)
	*
	-
	
	0.046
(0.019)
	**
	0.076
(0.038)
	*
	0.032
(0.015)
	**
	-
	

	nonggIT
	-0.204
(0.094)
	**
	-0.053
(0.006)
	***
	-0.068
(0.005)
	***
	-
	
	-0.083
(0.008)
	***
	-0.032
(0.014)
	**

	nongs85
	-
	
	0.064
(0.009)
	***
	0.074
(0.008)
	***
	-
	
	0.042
(0.009)
	***
	0.052
(0.005)
	***

	nongs89
	-
	
	-
	
	-0.031
(0.007)
	***
	-
	
	-
	
	-
	

	nongs92
	-
	
	-
	
	-0.011
(0.005)
	**
	-
	
	-
	
	-
	

	nongs95
	-
	
	-
	
	-0.009
(0.004)
	**
	-
	
	-
	
	-
	

	ITdigih
	-0.074
(0.036)
	*
	-
	
	-
	
	-0.134
(0.038)
	***
	-
	
	-
	

	QALI
	-
	
	-
	
	-
	
	-
	
	0.448
(0.128)
	***
	0.363
(0.081)
	***

	intercept
	3.299
(0.599)
	***
	4.509
(0.017)
	***
	4.357
(0.072)
	***
	4.723
(0.122)
	***
	2.488
(0.566)
	***
	3.213
(0.363)
	***

	trend
	0.049
(0.029)
	
	-
	
	-
	
	-0.050
(0.012)
	***
	-
	
	-0.016
(0.005)
	***

	trendsq
	-
	
	-
	
	-
	
	0.001
(0.000)
	***
	-
	
	-
	

	opgaph11
	2.234
(0.779)
	***
	0.894 
(0.224)
	***
	0.951
(0.153)
	***
	1.468
(0.494)
	***
	0.727
(0.164)
	***
	0.393
(0.095)
	***

	ECM(-1)  
	-0.356
(0.106)
	***
	-0.679
(0.103)
	***
	-0.691
(0.075)
	***
	-0.506
(0.138)
	***
	-0.802
(0.107)
	***
	-1.103
(0.112)
	***

	Test statistics
	
	
	
	
	
	
	
	
	
	
	
	

	No. of observations
	28
	
	28
	
	28
	
	28
	
	28
	
	27
	

	Time period 
	75-02
	
	75-02
	
	75-02
	
	75-02
	
	75-02
	
	76-02
	

	Step 1 test
	3.321
	
	4.499
	
	2.796
	
	2.859
	
	2.479
	
	5.826
	

	Long run forcing?
	Noa
	
	Yes
	
	Nob
	
	Noe
	
	Nof
	
	Yes
	

	R2 
	0.939
	
	0.964
	
	0.985
	
	0.940
	
	0.943
	
	0.984
	

	Std. Error of Reg. 
	0.015
	
	0.012
	
	0.008
	
	0.015
	
	0.010
	
	0.008
	

	DW ‘d’ stat . 
	2.291
	
	1.924
	
	2.859
	
	2.110
	
	2.204
	
	2.857
	

	Durbin’s ‘h’ stat.
	-0.928
(0.353)
	
	0.239
(0.811)
	
	-2.475
(0.013)
	
	-0.428
(0.668)
	
	-0.655
(0.512)
	
	-
	

	Serial correlation 

	0.848
(0.369)
	
	0.004
(0.951)
	
	5.662
(0.030)
	
	0.127
(0.726)
	
	0.337
(0.569)
	
	6.336
(0.024)
	

	Functional form 

	0.551
(0.467)
	
	0.016
(0.901)
	
	0.053
(0.821)
	
	1.124
(0.302)
	
	0.067
(0.798)
	
	0.455
(0.510)
	


(continued on next page)

Table F.23
(continued)
	Lag order
	(1,0,0,0,0)
	(1,0,1,1)
	(1,0,0,0,1,0,0,0)
	(1,0,0,0)
	(1,0,0,0,1,0)
	(2,1,0,1,0)

	Model 
	FIN1g
	FIN2c
	FIN3
	FIN4d
	FIN5
	FIN6

	Normality 
	1.768
(0.413)
	
	1.098
(0.578)
	
	2.231
(0.328)
	
	1.736
(0.420)
	
	6.563
(0.038)
	
	1.237
(0.539)
	

	Hetero. 

	16.398
(0.000)
	
	0.000
(0.999)
	
	0.123
(0.729)
	
	15.072
(0.001)
	
	0.032
(0.860)
	
	0.162
(0.690)
	

	AIC (SBC) 
	75(69)
	
	82(77)
	
	92(84)
	
	75(70)
	
	85(79)
	
	89(82)
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets. The bounds test related to the step 1 F-statistic and the long-run forcing test are described in appendix J. The other statistical tests are described in table E.2. a F-statistic for ci5ioug of 7.544. b F-statistics for otrcapdg, ci5ioug and nongs89 of 8.103, 8.234, and 14.621, respectively. c Variables that tested out were a linear time trend, ci5ioug, ITdigi, and finedu. A single slope shift at 1985 for IT capital was included in the test procedure. d Variables that tested out were nonggIT, finedu and ITdigi. e F-statistics for otrcapdg, ci5ioug and ITdigi of 4.914, 10.434 and 3.761, respectively. f F-statistics ci5ioug and nonggIT of 4.396 and 3.952, respectively. g Industry-specific education variable tested out. h For Finance & insurance a smoothed version of this variable was used, where a smooth increase in ‘digi’ up to 1990 (where data are available) is assumed (rather than 0 prior to 1990).
Source: Authors’ estimates. 

The first differenced results support the direction of the effects from the ARDL models and the instability in the IT capital coefficient (table F.24). FIN8 is preferred over FIN7 as it does not include a trend term and it includes a control for human capital. The trend term was included to test whether there was an unexplained trend increase or decline in the productivity growth rate following the inclusion of the quadratic trend term in model FIN4. A variable deletion test for the IT variables in model FIN8 indicated that they are jointly highly significant. 

OLS and FMOLS results provide support for the significance of the effects of digitisation, communication infrastructure and IT capital (models FIN9 and FIN10).

Table F.24
Alternative estimation strategies for Finance & insurancea
Standard errors in brackets. Selected by SBC. 
	Estimation strategy
	First Differenced
	First Differenced
	OLS
	FM OLS

	Model 
	FIN7c
	FIN8
	FIN9b
	FIN10a

	otrcapdg
	0.116
(0.039)
	***
	0.052
(0.022)
	**
	0.038
(0.007)
	***
	0.036
(0.004)
	***

	ci5ioug
	0.054
(0.026)
	*
	0.037
(0.027)
	
	0.037
(0.018)
	*
	0.048
(0.012)
	***

	nonggIT
	-
	
	-0.081
(0.053)
	
	-0.091
(0.009)
	***
	-0.089
(0.006)
	***

	nongs85
	-
	
	0.032
(0.025)
	
	0.037
(0.011)
	***
	0.038
(0.007)
	***

	nongs89
	-0.021
(0.010)
	**
	-0.021
(0.010)
	**
	-
	
	-
	

	ITdigie
	-0.108
(0.052)
	*
	-
	
	-
	
	-
	

	QALI
	-
	
	0.473
(0.215)
	**
	0.451
(0.161)
	***
	0.416
(0.104)
	***

	intercept
	-0.055
(0.014)
	***
	-0.002
(0.017)
	
	2.454
(0.712)
	***
	2.562
(0.459)
	***

	trend
	0.002
(0.000)
	***
	-
	
	-
	
	-
	

	opgaph11
	0.541
(0.100)
	***
	0.504
(0.099)
	***
	0.545
(0.126)
	***
	0.534
(0.081)
	***

	Test statistics
	
	
	
	
	
	
	
	

	No. of observations
	28
	
	28
	
	29
	
	28
	

	Time period 
	75-02
	
	75-02
	
	74-02
	
	75-02
	

	R2 
	0.685
	
	0.713
	
	0.941
	
	-
	

	Std. Error of Reg. 
	0.019
	
	0.019
	
	0.016
	
	-
	

	DW ‘d’ stat . 
	2.020
	
	1.827
	
	1.869
	
	-
	

	Serial correlation 

	0.022
(0.883)
	
	0.042
(0.840)
	
	0.040
(0.844)
	
	-
	

	Functional form 

	1.203
(0.286)
	
	0.078
(0.783)
	
	0.158
(0.695)
	
	-
	

	Normality 
	3.075
(0.215)
	
	1.522
(0.467)
	
	37.656
(0.000)
	
	-
	

	Hetero. 

	0.236
(0.631)
	
	1.256
(0.273)
	
	1.120
(0.299)
	
	-
	

	AIC (SBC) 
	68(63)
	
	68(63)
	
	76(71)
	
	-
	

	ADF test of residuals
	-
	
	-
	
	-4.211d
	
	-
	


*** statistical significance at 1 per cent or greater. ** statistical significance at 5 per cent or greater. * statistical significance at 10 per cent or greater. Standard errors are in brackets. The other statistical tests are described in table E.2. a Trended case using Bartlett weights and truncation lag equal to one. Results not sensitive to longer lag window. b A linear time trend and ITdigi tested out of the model. The industry-specific education variable was negatively signed and was replaced with the economywide QALI variable. c nonggIT, nongs85 and finedu tested out of the model. d Augmented Dickey-Fuller. The null of no co-integrating relationship is rejected. e For Finance & insurance a smoothed version of this variable was used, where a smooth increase in ‘digi’ up to 1990 (where data are available) is assumed (rather than 0 prior to 1990).
Source: Authors’ estimates. 

The statistical tests in table F.24 and the tests below do not indicate any major problem with the first differenced models FIN7 (figure F.21) and FIN8 (figure F.22). The distribution of the residuals in FIN8 conform better to the ‘normality’ requirement, compared with models FIN7, FIN9 and FIN10.
Figure F.21
Post-estimation tests for model FIN7 
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Data source: Authors’ estimates. 
Figure F.22
Post-estimation tests for model FIN8 
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Data source: Authors’ estimates. 

The CUSUM tests indicate that the parameters of the model are stable for model FIN9 (figure F.23). If ‘nongs84’ is used rather than ‘nongs85’, then the CUSUM tests results improve with the test statistic staying more solidly within the 5 per cent critical value bounds for both tests. 

Figure F.23
Post-estimation tests for model FIN9 
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Data source: Authors’ estimates. 

The residuals of model FIN10 appear satisfactory (figure F.24). 
Figure F.24
Post-estimation tests for model FIN10 estimated with FMOLS
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Data source: Authors’ estimates. 
F.11
Summary of findings at the industry level

For most industries, the results suggest broadly similar relationships between infrastructure and productivity to those found at the market sector level. However, as expected, the extent of the effect varies by industry. The industry results are also subject to similar, but more acute, estimation difficulties. Market sector models are estimated with greater precision as evidenced by model fit criteria. One reason for this is that market sector data are viewed as being of higher quality.  

The risks of data mining are more substantial for some of the industry results, although the appendixes provide a great deal of information on tests undertaken, which should provide a fair reflection of the robustness of the results. 

Despite the problems, the industry results in this study do contribute to the growing Australia literature on industry productivity. Other studies have also encountered significant problems when working with industry data.

Elasticities from preferred industry models 

The elasticities have been selected from the large number of regressions detailed above. The acceptance criteria for the models are the same as those used for market sector (see appendix E). 
Except in a couple of instances, robust estimates of the effect of road infrastructure and communication infrastructure could not be obtained within the same test down procedure (which was also the case for the market sector). 

Excluding road infrastructure

The results from the preferred industry models containing communication infrastructure (table F.25) provide some evidence in support of the results from the preferred market sector models (table E.16). However, the results for particular infrastructure variables vary considerably across industries. This would be expected as a result of industry specific effects but may also be due to measurement issues and the significant difficulties in modelling industry MFP.

In line with the market sector results, communications infrastructure had a positive effect on industry MFP (for those industries where it survived the test down procedure). The industry results range from 0.03 to 0.10 (with the results from the market sector MFP models about mid-range at 0.05). The industries in this range are Transport & storage, Manufacturing, Wholesale trade and Electricity, gas & water (from largest to smallest effect).
 For Construction, Retail trade and Finance & insurance the variable tested out (although there were some reasonable models for Finance & insurance that also had a positive coefficient on communication infrastructure within this range). For Communication services, re-entering communication capital services did not provide evidence of an excess effect.
The preferred industry models also provide some support for the market sector results of the effect of digitisation interacted with IT capital. (See appendix E for further discussion of the method of modelling this effect.) For five of the seven industries for which the preferred model included this variable, digitisation enhanced the effect of IT capital on MFP (as was the case for the market sector). The exceptions are Mining and Manufacturing, for which the effect was negative (suggesting disruption effects). However, all the positive industry results were considerably larger than those for the market sector — with an industry range of 0.027 to 0.201 compared with a market sector range of 0.006 to 0.015. The largest positive effects were for Wholesale trade and Transport & storage.
The results for the interaction between other private industry capital and digitisation (a variable not included in the preferred market sector models) varied by industry. Digitisation increased the marginal product of other private capital for Communication services and Finance & insurance (complementary effects) but reduced it for Wholesale trade, Retail trade and Transport & storage (disruption/substitution effects).
 

Alternative methods of modelling digitisation, tested for the market sector, were not tested at the industry level.

Including road infrastructure

The industry models including road infrastructure did not meet the model acceptance criteria, in particular, the bounds and forcing tests, or did not meet them as well as the equivalent models without road infrastructure. The coefficients on road infrastructure were either very large (and considerably larger than those for the market sector) or not statistically significant. In all cases except Manufacturing, the statistical significance of the road infrastructure measure was driven by the usage adjustment — only in Manufacturing was the unadjusted roads measure significant and even this model was not fully satisfactory. 

Results for some industry models including road infrastructure are presented in table F.26. However, the road infrastructure coefficients are implausibly large (or ‘stratospheric’ as Gramlich (1994) described similar results in other empirical studies of infrastructure) — even allowing for their interpretation as including a ‘free’ input effect as well as any ‘excess’ effect (for industries other than Transport & storage). The magnitude (and in some cases sign) of the communication infrastructure coefficient in these models also changed considerably (compared with those from models without road infrastructure). The results from table F.25 are substantially better.
Table F.25
Preferred industry MFP regressions without general government infrastructure or road infrastructure 

	Industry
	AG
	MIN
	MAN
	EGW
	CON
	WT
	RT
	TS
	COM
	FIN

	Model
	AGS1
	MIN5
	MAN4a
	EGW5
	CON1
	WT4
	RT6
	TS6
	COM2a
	FIN6d

	Communication infrastructuree
	0.097j
(0.072)
	0.102
(0.028)
	0.080
(0.034)
	0.033
(0.013)
	-
	0.065
(0.034)
	-
	0.108
(0.035)
	-
	-

	Industry ‘private’ IT capitalf
	-
	-
	-0.077
(0.032)
	-0.099
(0.021)
	-
	-
	0.059
(0.006)
	0.050
(0.010)
	0.218
(0.015)
	-0.032
(0.014)

	Industry ‘private’ IT conditioned on digitisationc
	0.063
(0.018)
	-0.041
(0.022)
	-0.042
(0.008)
	-
	0.027
(0.006)
	0.201
(0.047)
	0.053
(0.012)
	0.097
(0.027)
	-
	-

	IT trendg
	-
	-
	-
	-
	-
	-
	-
	-
	-0.005
(0.001)
	-

	IT slope shift (1985 or 1986)h
	-
	-
	-
	-
	-
	-
	-0.093
(0.010)
	-0.025
(0.011)
	-
	0.052
(0.005)

	Industry ‘other’ private capital conditioned on digitisationi
	-
	-
	-
	-
	-
	-0.176
(0.061)
	-0.011j
(0.013)
	-0.096
(0.028)
	0.112
(0.014)
	0.037
(0.005)

	Acceptance criteriaa
	
	
	
	
	
	
	
	
	
	

	Statistically acceptable? 
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes
	Yesk
	Yes
	Yes
	Yes

	Passes bounds test?b
	Yes
	na
	Yes
	na
	Yes
	Yes
	na
	Ind.
	< l.b.c.v.l
	Yes

	Any clear long-run forcing test failures?
	No
	na
	Yes
	na
	No
	No
	na
	No
	No
	No

	Other sources of growth controlled? 
	Yes
	Yes
	Yes
	Yes
	Yes
	Partial
	Yes
	Yes
	Yes
	Yes

	Plausible magnitudes and signs?
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes


‘-‘ tested out or not included in model. na Test not applicable. a The bounds test and long-run forcing tests are described in appendix J and the other statistical tests are described in appendix E. b(Test returns F-statistic below lower bound critical value ‘< l.b.c.v.’, or indeterminate ‘Ind.’. c Variable is industry ITdigi. For Finance & insurance and Manufacturing a smoothed version of this variable was used, where a smooth increase in ‘digi’ up to 1990 (where data are available) is assumed (rather than 0 prior to 1990). d While this is the preferred model on the acceptance criteria there a number of other reasonable models that have a coefficient on ci5ioug of >+0.03 and statistically significant. e All results based on input-output adjusted communication infrastructure ‘ci5ioug’. f Variable is industry ‘nonggIT’. g Variable is ‘nongtrnd’. h Variable is ‘nongs85’ or ‘nongs86’. i Variable is industry ‘otrcapdg’. j Not significant. k Estimated with fully modified OLS. High degree of 1st order serial correlation that disappears as estimation restricted to more recent data. When estimation is based on the sample 1984-85 to 2002-03, the residuals are white and the coefficient and standard errors for ‘otrcapdg’ and ‘ITdigi’ are -0.016 (0.007) and 0.074 (0.007), respectively. l As the bounds test was below the lower bound critical value, FMOLS was also used to estimate the model. The direction of effects were the same, and the magnitude.
Source: Authors’ estimates.

Table F.26
Selected industry MFP regressions including road infrastructure

	Industry
Model
	AG
AG11
	MIN
MIN2
	MAN
MAN3c
	EGW
EGW1
	WT
WTR2
	RT
RT2
	TS
TSR2
	
	
	

	Road infrastructurec
	0.852
(0.039)
	0.806
(0.094)
	0.550
(0.189)
	2.264
(1.013)
	0.449
(0.195)
	0.468
(0.149)
	0.747
(0.074)
	
	
	

	Communication infrastructured
	-0.025l
(0.016)
	-
	-0.086
(0.013)
	0.122l
(0.085)
	0.061
(0.023)
	-0.074
(0.038)
	0.032
(0.010)
	
	
	

	Industry ‘private’ IT capitale
	-
	-
	0.129
(0.022)
	-0.237
(0.087)
	-0.143
(0.036)
	0.038
(0.009)
	-0.050
(0.009)
	
	
	

	Industry ‘private’ IT capital conditioned on digitisationf
	-
	-
	-
	-
	-
	-
	-
	
	
	

	IT slope shift 1985i
	-
	-
	-
	-
	-
	-0.051
(0.015)
	-
	
	
	

	IT slope shift 1995j
	-
	-
	-
	-
	0.032
(0.008)
	0.016
(0.005)
	-
	
	
	

	Industry ‘other’ private capital conditioned on digitisationk
	-
	
	-
	-
	-
	0.025
(0.009)
	-
	
	
	

	Acceptance criteriaa
	
	
	
	
	
	
	
	
	
	

	Statistically acceptable? 
	Yes
	Yes
	Partialg
	Yes
	Yes
	Partial
	Yes
	
	
	

	Passes bounds test?b
	Yes
	na
	Yes
	No
	No
	Yes
	No
	
	
	

	Any clear long-run forcing test failures?h
	No
	na
	Yes
	Yes
	Yes
	Yes
	Yes
	
	
	

	Other sources of growth controlled? 
	Yes
	Yes
	Yes
	No
	Yes
	Yes
	Yes
	
	
	

	Plausible magnitudes and signs?
	Partial
	Partial
	No
	No
	Partial
	Partial
	Partial
	
	
	


‘-‘ tested out or not included in model. na Test not applicable. a The bounds test and long-run forcing tests are described in appendix J and the other statistical tests are described in appendix E. b(Test returns F-statistic below lower bound critical value ‘< l.b.c.v.’, or indeterminate ‘Ind.’. c Variable is ‘roadug2’ except for MAN, which uses roads. d Variable is ‘ci5ioug’. e Variable is ‘nonggIT’. f Variable is ‘ITdigi’. For Manufacturing a smoothed version of this variable was used, where a smooth increase in ‘digi’ up to 1990 (where data are available) is assumed (rather than 0 prior to 1990). g High negative serial correlation. h See relevant industry sections above for further details. i Variable is ‘nongs85’. j Variable is ‘nongs95’. k Variable is ‘otrcapdg’. l Not significant.
Source: Authors’ estimates 

Gross returns at the industry level 

While the level of estimated elasticity is informative, it is often of more interest to derive the rate of return to infrastructure. Some of the criticisms of Aschauer (1989a) and similar studies are based on the implausibility of the rates of return — the rates of return making the size of the effect more obvious than the actual elasticities.
It should be noted that, even aside from any imprecision in estimation, the rates of return presented in this paper should be interpreted as indicative. A rate of return on capital (as conceived in the economics literature) generally measures the additional output generated from an increase in capital — by multiplying the output elasticity (from an estimated production function) by the observed ratio of output to capital. However, the rates of return presented in this paper are based on MFP elasticities rather than output elasticities. Nevertheless, even though they are conceptually different, estimated MFP and output elasticities are likely to be quite similar in magnitude.
 Consequently, the MFP-based rates of return presented here are likely to be close approximations to output-based rates of return.

The indicative rates of return at the industry level are listed in table F.27 (based on the elasticities from table F.25 and F.26). Again, the possible returns to road infrastructure cover a wide band (but a narrower band than at the market sector level). Evaluated at the mean intensity for the period 1974-75 to 2002-03, the return to road infrastructure across industries ranges from 2 to 84 per cent. The industries with the highest returns are Manufacturing and Electricity, gas & water.
The possible returns to communication infrastructure cover a narrower band than those to road infrastructure (as was the case for the market sector).
 Evaluated at the mean intensity for the period 1974-75 to 2002-03, the return to communications infrastructure (in models not including road infrastructure
) range from -2 to 24 per cent — a range that takes in zero (no effect) in all cases. There is little variation across industries, except for Manufacturing that has the highest rate of return (around double that of other industries) and Electricity, gas & water with the lowest rate of return (close to zero). 

Table F.27
Implied gross rates of returna to infrastructure from the industry models 

Rate of return band based on minus or plus two standard errors, per cent  

	
	
	
	Rate of return

	
Infrastructure type
	
Model
	Elasticity 
(Std. error)
	1974-75 to 2002-03
	1974-75 to 1988-89
	1989-90 to 2002-03

	Models including communications infrastructurec

	Comm. infrastructure
	
	
	
	
	

	Ag., forestry & fishing
	AGS1
	0.097 (0.072)
	-2 to 11
	-2 to 12
	-2 to 9

	Mining
	MIN5
	0.102 (0.028)
	2 to 8
	2 to 8
	2 to 9

	Manufacturing
	MAN4c
	0.080 (0.034)
	2 to 24
	2 to 29
	2 to 19

	Electricity, gas & water
	EGW5
	0.033 (0.013)
	0 to 2
	0 to 2
	0 to 2

	Wholesale trade
	WT4
	0.065 (0.034)
	0 to 8
	0 to 10
	0 to 7

	Transport & storage
	TS6
	0.108 (0.035)
	2 to 10
	2 to 10
	2 to 9

	Models including road infrastructure and communications infrastructureb

	Comm. infrastructured
	
	
	
	

	Ag., forestry & fishing
	AG11
	-0.025 (0.016)
	-2 to 0
	-3 to 0
	-2 to 0

	Manufacturing
	MAN3c
	-0.086 (0.013)
	-18 to -10
	-22 to -12
	-15 to -8

	Electricity, gas & water
	EGW1
	0.065 (0.034)
	-1 to 9
	-2 to 10
	-1 to 8

	Wholesale trade
	WTR2
	0.061 (0.023)
	1 to 7
	1 to 8
	1 to 6

	Retail trade
	RT2
	-0.074 (0.038)
	-9 to 0
	-11 to 0
	-8 to 0

	Transport & storage
	TSR2
	0.032 (0.010)
	1 to 3
	1 to 3
	1 to 3

	Road infrastructuree
	
	
	
	

	Ag., forestry & fishing
	AG11
	0.852 (0.039)
	19 to 23
	17 to 21
	21 to 25

	Mining
	MIN2
	0.806 (0.094)
	19 to 31
	14 to 22
	25 to 41

	Manufacturing
	MAN3c
	0.550 (0.189)
	16 to 84
	15 to 79
	17 to 90

	Electricity, gas & water
	EGW1
	2.264 (1.013)
	4 to 75
	3 to 62
	5 to 88

	Wholesale trade
	WTR2
	0.449 (0.195)
	2 to 30
	2 to 26
	2 to 34

	Retail trade
	RT2
	0.468 (0.149)
	6 to 27
	5 to 24
	7 to 31

	Transport & storage
	TSR2
	0.747 (0.074)
	19 to 29
	16 to 23
	24 to 35


a The rates of returns for communication infrastructure are only indicative. They use the average of the simple sum of productive capital stocks of several asset types in chain volume terms — productive capital stocks are not strictly additive and the addition will also be less accurate the further away from the base year (2001-02). b Communication infrastructure tested out of the Mining model MIN2. c Communication infrastructure tested out of the models for Construction, Communication services, Finance & insurance and Retail trade. d Road and communication infrastructure both tested out of the models for Construction, Communication services and Finance & insurance. e Usage-adjusted road infrastructure ‘roadug2’ for all industries except for Manufacturing, which uses ‘roads’.

Source: Authors’ estimates. 
Comparison with other studies 

Comparisons with other studies are not straightforward because of the different approaches taken, different time periods and the varying amounts of information reported. For example, it is not possible to directly compare the elasticities and rates of returns from cost function studies with those of production function studies.
 

Public infrastructure 

For Australian industry studies, the range of elasticity estimates for public infrastructure is very wide — -0.26 to 3.50 across all industries. The range for most individual industries is similarly wide and there is no real pattern in terms of which industries have the largest/smallest effects (see table A.3 for further details). The preferred industry estimates in this paper again fit within this range (at the positive end) and are also implausible in magnitude (table F.28). Only Paul (2003) reports comparable rates of returns. His point estimates are below the confidence intervals for the preferred models in this paper for Agriculture, Mining and Transport, storage & communication, at the bottom of the confidence interval for Manufacturing and just above the confidence interval for Wholesale & retail trade.

As discussed earlier, this study does not take account of average capacity utilisation changes or congestion. Previous studies also omitted these potentially important factors. This study has also shown that the industry results for road infrastructure are driven by the usage adjustment factor. A value-added adjustment factor breaks the requirement that inputs and outputs be measured independently. As such, the large elasticities in this and previous studies cannot be interpreted as intended — that is, that changes in road infrastructure causes productivity growth.

Table F.28
Comparison of public infrastructurea industry models 

Rate of return band based on minus or plus two standard errors, per cent

	
	
	Elasticity 
(standard error)
	
	Rate of return
Point estimate (range)

	

Industry
	
Model – this study
	
This study
	Otto & Voss (1994a)d
	Paul (2003)c
	
Range of other studies
	
	This study
1974-75 to 2002-03
	Paul (2003)b
1968-69 to 1995-96

	Ag., forestry & fishing
	AG11
	0.852 (0.039)
	0.41
(0.673)
	0.94
 (0.26)
	0.28 – 1.72
	
	21
(19 to 23)
	6.1

	Mining
	MIN2
	0.806 (0.094)
	2.04
(0.589)
	1.27
 (0.68)
	1.07 – 2.04
	
	25
(19 to 31)
	7.4

	Manu-facturing
	MAN3c
	0.550 (0.189)
	0.27
(0.157)
	0.68
 (0.17)
	-0.26 – 1.39
	
	50
(16 to 84)
	16.8

	Electricity, gas & water
	EGW1
	2.264 (1.013)
	
	
	
	
	39
(4 to 75)
	

	Wholesale trade
	WTR2
	0.449 (0.195)
	0.24
(0.135) [WRT]
	1.15
 (0.17)
[WRT]
	-0.15 – 2.85
[WRT]
	
	16
(2 to 30)
	31.3
[WRT]

	Retail trade
	RT2
	0.468 (0.149)
	
	
	
	
	17
(6 to 27)
	 

	Transport & storage
	TSR2
	0.747 (0.074)
	-0.24
(0.161)
[TSC]
	1.23
 (0.45)
[TSC]
	-0.24 – 3.50 [TSC]
	
	24
(19 to 29)
	9.2
[TSC]


WRT = Wholesale and retail trade; TSC = Transport, storage and communications. a For results from this study, usage-adjusted road infrastructure ‘roadug2’ for all industries except Manufacturing, which use ‘roads’. Paul (2003) uses net general government capital stock. Otto and Voss (1994a) uses gross general government capital stock. b Paul (2003) does not report by industry the rate of return calculated by the same method he used for the market sector (that is, dividing marginal benefit by marginal cost). However, the marginal output benefit he reports is equivalent to the rates of return method used for the calculations in this paper. c Primal measures derived from cost function approach. d Restricted increasing returns to scale specification for capital productivity. MFP specification not reported but coefficients were reported not to be stable between specifications. Otto and Voss (1994a) noted that at the sectoral level their results were generally poor. 
Source: Authors’ estimates; Paul (2003); Otto and Voss (1994a); table A.3. 

Communication infrastructure 

There appear to be no studies that provide enough information to make direct comparisons of results of the effect of communications infrastructure (as defined in this paper
). The US study by Nadiri and Nandi (2001) used a cost function approach rather than the production function approach used in this study. While both this study and Nadiri and Nandi (2001) find positive spillovers from communication infrastructure, the different approaches taken mean the magnitudes of the results are not directly comparable. 

However, it is possible to make some broad comparisons. While cost and output elasticities are not directly comparable (except under the assumption of constant returns to scale, which is not likely to hold for all industries), it is possible to look for patterns across industries (table F.29). Nadiri and Nandi (2001) found positive spillovers for all industries examined and relatively high marginal cost benefits in the service industries (such as Wholesale & retail trade and Finance & insurance), which they suggest is a reflection of the high information intensities of these industries. This industry pattern is not as apparent in the preferred models in this paper — for Retail trade and Finance & insurance, for example, communication infrastructure was not statistically significant. The imprecision of the preferred model estimates also mean that the rate of return bands for most industries include zero (or no effect). However, communication infrastructure was statistically significant for Wholesale trade and there are other acceptable Finance & insurance models (see tables F.23 and F.24 ).

For the effect of digitisation there are also few direct comparisons available. However, the generally positive estimates for the interaction between digitisation and IT capital found in this paper accord with the results of Barker et al. (2006) — that digitisation of telecommunications infrastructure improved the productivity impact of increases in the penetration of personal computers.

Assuming communication infrastructure plays broadly the same role in influencing productivity as in the United States, it might be expected that estimated returns in Australia would be somewhat higher if Australia lags the United States in the completion of major networks or the significant upgrading of those networks.
Table F.29
Comparison of communication infrastructure industry models 

Rate of return band based on minus or plus two standard errors, per cent

	
	
	
	Elasticity 
(standard error)
	
	Rate of return
Point estimate (range)

	
	
	
	
This studya
	Nadiri & Nandi (2001)b
	
	
This studya
	Nadiri & Nandi (2001)c

	I
	
Industry
	Model - this study
	output-side elasticity
	cost-side elasticity
	
	1974-75 to 2002-03
	1950 to 
1991

	
	Ag., forestry & fishing
	AGS1
	0.097 
(0.072)
	-0.0107
	
	4
(-2 to 11)
	0.70

	
	Mining
	MIN5
	0.102 
(0.028)
	-0.0121 to 
-0.0096
	
	5
 (2 to 8)
	0.42

	
	Manufacturing
	MAN4c
	0.080 
(0.034)
	-0.0125 to 
-0.0087
	
	13
(2 to 24)
	5.97

	
	Electricity, gas & water
	EGW5
	0.033 
(0.013)
	-0.0107 to 
-0.0101
	
	1
(0 to 2)
	0.52

	
	Wholesale trade
	WT4
	0.065 
(0.034)
	-0.0081
 [WRT]
	
	4
(0 to 8)
	1.84 
[WRT]

	
	Transport & storage
	TS6
	0.108 
(0.035)
	-0.0101
	
	6
(2 to 10)
	0.67


WRT = Wholesale and retail trade. a Communication infrastructure tested out of the models in this study for Construction, Communication services, Finance & insurance and Retail trade. The rates of returns for communication infrastructure are only indicative. They use the average of the simple sum of productive capital stocks of several asset types in chain volume terms — productive capital stocks are not strictly additive and the addition will also be less accurate the further away from the base year (2001-02). b Elasticity is range across a number of sub-industries. Not directly comparable with output-side elasticity unless constant returns to scale holds, in which case the output-side elasticity is the negative of the cost elasticity. c Marginal cost benefit is aggregation of sub-industries — Nadiri and Nandi industry codes 1, 2-5, 7-27, 6, 32, 28-29, 34, respectively. Not directly comparable with rate of return from this study.
Source: Authors’ estimates; Nadiri and Nandi (2001). 

� IC (1995) found very unsatisfactory model results for regressions based on AG, and thought that this was because of the aggregation of heterogeneous industries. When regressions were based on broadacre agriculture only, with TFP estimates for broadacre agriculture obtained from ABARE, the results were substantially improved. Broadacre agriculture includes: wheat and other crops; mixed livestock-crops; sheep; beef and sheep-beef industries. IC (1995) used ABARE’s pasture growth index as the weather variable. The index is based on the broadacre Australian Agricultural and Grazing Industries Survey regions and is therefore consistent with the TFP measure. The effect of weather was much more significant than the effects of the TRYM rain index or the Bureau of Meteorology’s Southern Oscillation Index in the AG regressions in this study.


� For Agriculture, forestry & fishing and Mining the communications coefficient was not  statistically significant.


� The coefficient was also negative for Mining, but was not statistically significant.


� These elasticities will differ to the extent that the assumptions used in the construction of MFP estimates (constant returns to scale and factors paid according to their marginal products) do not hold.


� The caveats about the rate of return calculation for the market sector also apply at the industry level.


� As noted above, robust estimates of the effect of road infrastructure and communication infrastructure could not be obtained within the same test down procedure — in the models with both road and communication infrastructure the rates of return on the latter are lower for most industries. 


� It is possible to derive the primal (output-side) measure from the cost function but these measures will still only be comparable if the assumption of constant returns to scale holds. 


� Communication network infrastructure rather than information and (tele)communication technology capital in general. 


� In addition, there is a positive effect of digitisation of the copper network in Wholesale trade and Retail trade (and other industries such as Agriculture and Transport & storage).
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