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[bookmark: begin]Regression analysis is a statistical tool that is used to measure the links between an explanatory variable and a dependent variable while holding all other variables constant. This chapter describes some of the technical aspects of the regression analysis using the 2008 National Aboriginal and Torres Strait Islander Social Survey (NATSISS) dataset. 
The outline of this chapter is as follows: some of the benefits of multivariate analysis are outlined in section 3.1; the econometric model, and how the results can be interpreted, are explained in sections 3.2 and 3.3, respectively; econometric issues that should be considered in interpreting the results are discussed in section 3.4. 
3.1	Benefits of regression analysis
Multivariate regression analysis is applied in this paper — the advantages of this technique, compared to bivariate analysis are presented in box 3.1. Notwithstanding the qualifications (discussed in section 3.4), multivariate regression analysis is likely to produce more accurate numerical estimates of relationships between explanatory variables and a dependent variable than those obtained from bivariate analysis, such as cross-tabulations of data.


	Box 3.1	Bivariate analysis vs. multivariate regression analysis

	Regression analysis allows the effects of multiple factors to be identified separately. Bivariate analysis only measures associations between two variables and therefore does not account for the concurrent effects of other relevant factors on the outcome of interest. For example, a cross-tab shows that the labour force participation rate of people with non‑school qualification is higher than that for people without a non‑school qualification:

	
	Without a non‑school qualification
	With a non‑school qualification
	All people

	Labour force participation rate (per cent)
	55.8
	80.5
	65.0


Source: Productivity Commission estimates based on the NATSISS (2008)
One interpretation of these data is that increasing the number of people with a non‑school qualification would increase the labour force participation rate. However, this interpretation does not account for the influence of non‑school qualification type, nor does it take into account other determining factors, such as individuals’ gender, location or innate ability. Investigating the influence of multiple factors on LMOs using bivariate analysis is difficult and often not very informative — a crosstab that examined multiple and separate subgroups would quickly become unwieldy, and results would be difficult to present and interpret.  
Alternatively, bivariate analysis can be performed with a simple regression model using labour force participation as the dependent variable and non-school qualification as the explanatory variable. Using the same data as the crosstab, the model predicts that changing educational attainment from having no non‑school qualification to having a non‑school qualification increases the probability of labour force participation by approximately 24.7 percentage points. This is the same as the difference between the labour force participation rates of the two education based subgroups, and similarly, should be interpreted as an association rather than a causal change.
The addition of other (control) factors to such a regression model (such as gender and location) is relatively simple and the results relatively straightforward to interpret. This is known as multivariate regression analysis. 
Multivariate regression analysis allows the associations between factors of interest with LMOs to be identified separately, and thus is likely to improve the accuracy of estimates of the size of the associations compared to bivariate analysis. This could be, for example, the association between the probability of an individual being employed and their educational attainment, while controlling for their age and other factors that might influence their employment prospects. It also allows for different aspects of particular factors, such as levels of education, to be investigated.

	


3.2	Model selection 
The choice of regression model depends on the data available. In this case, the data are from the NATSISS survey, which provides information on many characteristics, including labour market outcomes (LMOs). The LMOs considered in this analysis — mainstream employment, Community Development Employment Projects (CDEP) participation, unemployment and not in the labour force — are discrete (non‑continuous), unordered (for example ‘not in the labour force’ is not ranked higher or lower than being ‘unemployed’) and mutually exclusive. There are two possible modelling options:[footnoteRef:2]  [2: 	There are other modelling options, such as a nested model, but these are more difficult to estimate and unlikely to produce significantly different results. ] 

estimate each outcome independently, using a set of four binary models 
estimate the four outcomes in the same multinomial model. 
The advantages of each approach are outlined in box 3.2. 

	[bookmark: OLE_LINK3]Box 3.2	Comparing multinomial and binary models

	The major advantage of the multinomial model is that it allows for consideration of all labour market outcomes (LMOs) jointly. In a multinomial model, the sum of the predicted probabilities of the (mutually exclusive) LMOs equals one for the base person. This is not likely to hold when four separate binary models are estimated independently. 
Another advantage is that the results for each equation are directly comparable because they are based on the same sample of individuals (and therefore the values at which the other variables are held are the same) and the parameters of the model are estimated simultaneously. 
However, estimating several regressions simultaneously using a multinomial model requires consideration of whether or not the error terms in the equations move together (or co-vary).
In practical terms, multinomial models take more time to estimate, and the presentation and interpretation of the results are more difficult because of the greater complexity of the model. Determining whether or not a variable is significant is also complicated by the appearance of the same variable in multiple equations — the variable may be significant in one equation, but not in others. 

	




A simplified representation of the multinomial model is:
 
Where:
LMO is a vector of the four labour market outcomes (mainstream employment, CDEP participation, unemployment and not in the labour force)
Health is a vector of variables representing self‑assessed health status
Education is a vector of variables representing educational attainment
Personal is a vector of control factors, demographic and other characteristics (including variables such as age, marital status, labour force experience and locational factors)
Crime is a vector of variables representing history of imprisonment or arrest
Other is a vector of indicators relating to an individual’s social and cultural environment 
c is a constant and ε is the error (residual) term in the model. 
The choice of explanatory variables in the model is discussed in chapter 4.
Probit or logit?
This analysis uses a multinomial model in a similar way to Biddle and Webster (2007), Hunter and Gray (2001), and Stephens (2010). In order to estimate a multinomial model, an assumption must be made about the distribution of the error term. If it can be assumed that the error terms of the four equations are unrelated (zero-covariance), the preferred model would be a multinomial logit (MNL) model.[footnoteRef:3] If this assumption is not appropriate, a multinomial probit (MNP) model, which assumes the error terms to be multivariate normal, could be used. Allowing the error terms to co-vary means that MNP models are often computationally more difficult to estimate using maximum likelihood estimation than MNL models.  [3: 	See Greene (2003) for more information on the assumed distribution of the error terms in MNL models.] 

The MNL model requires the assumption of the Independence of Irrelevant Alternatives (IIA). There are logic and statistical tests to determine the validity of this assumption. While one statistical test was conducted,[footnoteRef:4] and indicated that the IIA assumption might be appropriate, Fry and Harris (1998) suggest that the test is biased towards this conclusion. Therefore, greater weight was placed on the logic test, which did not support the use of the MNL model (box 3.3), and so a MNP model was used.[footnoteRef:5]  [4: 	The Hausman test was conducted (with each outcome in turn omitted from the choice set). Other tests were not possible with the ABS’s Remote Access Data Laboratory. ]  [5: 	A comparison of the results from the MNP and MNL models indicated the difference in the magnitude and significance of the marginal effects was relatively small for most variables. ] 


	[bookmark: OLE_LINK5]Box 3.3	The IIA assumption

	The Independence of Irrelevant Alternatives (IIA) assumption is that the ratio of probabilities between outcomes does not change with the introduction of another choice. In other words, the relative probability of one alternative does not depend on the existence of other alternatives.
To investigate whether the IIA assumption is likely to hold in the context of this analysis, the following hypothetical situation is considered. Initially, the possible labour market outcomes for a particular group of people are mainstream employment, unemployment, or non‑participation in the labour force. Then the option of participation in the CDEP scheme is introduced to this group. For IIA to hold it would be necessary for the ratio of probabilities for each outcome in the initial choice set to remain the same once CDEP becomes available. This would require that proportionally equal numbers of the group would move from each of the three labour market outcomes into CDEP employment. 
However, there is reason to believe that this might not happen. According to Stephens (2010), the characteristics of Indigenous people who are unemployed and the characteristics of those participating in the CDEP scheme are similar. This would indicate that a disproportionately large number of people would transition from unemployment to CDEP when CDEP is added to the choice set. Some people who are not in the labour force may also transition, but it is unlikely that many in mainstream employment would do so. If this is true, it would invalidate the IIA assumption in the context of this analysis, and potentially weaken any conclusions drawn from the estimation of a MNL model.

	


3.3	Interpretation of results 
Multinomial models are non-linear in the parameters and therefore coefficients are not readily interpretable. It is more common to report the marginal effects of variables, which are derived from the estimated coefficients and predicted probabilities. 
Base predicted probability — the probability of a ‘base person’ (described in box 3.4) being in a particular LMO. The base person in this study is someone who is 37 years old, is married, lives in a non-remote area, is in good health, has a year 10 or 11 education and no non-school qualifications, has not been arrested in the last five years and has never been in jail.
Marginal effects — the change in the value of a dependent variable (in this case, the base predicted probability of a LMO) that is associated with a marginal change in an explanatory variable, holding all other explanatory variables constant. The results are presented as percentage point changes relative to the base predicted probability. 
Marginal effects are generally calculated with continuous variables held at mean values and binary variables held at the mode (most common) values, consistent with the characteristics of the base person.[footnoteRef:6]  [6:  	The base man and woman are married, even though a majority of women in the sample are not married.] 

In interpreting the marginal effects, the following approaches were used:
For binary variables, other than the education variables, the marginal effects represent the percentage point change in probability of a LMO associated with a change in a characteristic variable from ‘0’ to ‘1’, holding the value of all other explanatory variables constant.[footnoteRef:7]  [7: 	The convention in econometric analysis is to define binary variables in terms of the least common characteristic. For example, the variable indicating whether someone has a degree is defined as ‘has a degree’. This description is chosen because most people do not have a degree (DEGREE = 0). The marginal effect associated with having a degree is the change in the predicted probability of a LMO resulting in a change from not having a degree to having a degree (DEGREE = 1). Some variables are defined in terms of not having the characteristic (does not provide support, is not married) because the most common characteristic for people in the sample is that they provide support, and are married. The definitions are intended to provide a consistent basis for interpretation rather than having any connotation of desirability about being in one category over another.] 

For the education variables, the marginal effects represent the percentage point change in the probability of a LMO associated with an increase in education compared to having year 10 or 11 but no non-school qualification, holding the value of all other explanatory variables constant.
For the continuous variables, the marginal effects represent the percentage point change in the probability of a LMO associated with a small increase in the variable from its mean value, holding the value of all other explanatory variables constant (known as the instantaneous rate of change in the predicted probability 
associated with the explanatory variable). These values are reported in the appendix (tables A.3 and A.4). 
For age and work experience, a squared term is included to account for a non‑linear relationship with LMOs. 
For work experience, the total marginal effect was calculated as a one year increase from the 25th percentile, mean and 75th percentile values to facilitate the interpretation of these results.
Statistical significance
Statistical significance tests are used to gauge the reliability of estimates. In the results tables, the stars next to the estimated marginal effects represent the level of statistical significance based on individual Wald tests. (In the attachment tables, the standard errors are also reported.) One, two and three stars represent significance at the 10, 5 and 1 per cent levels, respectively.[footnoteRef:8] In the charts, error bars indicate 95 per cent confidence intervals for the estimates.   [8: 	If a marginal effect is significant at the 5 per cent level (two stars), then there is 95 per cent certainty that there is a (non-zero) relationship between the factor and the LMO. ] 

If an explanatory variable is determined not to be statistically significant (for example, for some of the results with no stars) it does not necessarily mean that there is no relationship between the variables. Rather, there is not sufficient evidence, based on the survey sample, to indicate that a relationship exists. For example, if there are relatively few people in a sample with a particular characteristic, or in a particular outcome category, it may be difficult to detect a statistically significant association between variables. This is particularly an issue for the CDEP and unemployment outcomes in this model, because the number of people in these categories in the data set is relatively small.
3.4	Econometric issues
The regression results provide estimates of the sign and magnitude of relationships between the LMOs and the explanatory variables. However, several qualifications need to be understood in interpreting and using the results of these kinds of models. 

	Box 3.4	Characteristics of the base person

	In this analysis, the characteristics of the base person were chosen so that they would be most representative of the NATSISS sample. The base person: 
is around 37 years old
is married[footnoteRef:9] [9: 	Most women (52 per cent) in the estimation sample were unmarried and most men (54 per cent) were married. For ease of comparison of the results, the reference man and woman are both married, which is the most common category overall.] 

has 1.2 dependent children (for women), and 0.8 (for men)
lives in a single family household
lives in a non-remote area
does not live in his/her homelands
lives in a household located in an area with a low SEIFA index of relative disadvantage (in decile 3)
has no difficulty communicating in English
is in good general health
has low levels of psychological distress
does not have a severe or profound disability
has a year 10 or year 11 education and no non-school qualification
has around 15 years of work experience for men and 11 years for women
has not been arrested in the past five years, 
has never been in jail
did not participate in three or more types of cultural activities in the last 12 months (such as fishing, hunting, gathering or making traditional crafts)
did not attend three or more types of cultural events in the last 12 months (such as ceremonies, festivals, NAIDOC week activities)
provided support outside the household in the last 12 months
did not provide unpaid childcare outside the household in the last 12 months.

	



These qualifications are particularly important when seeking to use the results to quantify the increase in the proportion of the Indigenous population in a particular LMO, say employment or labour force participation, that might be expected from a change in an explanatory variable (for example, from meeting COAG targets for year 12 attainment). A large and significant marginal effect for an explanatory variable does not necessarily mean that the explanatory variable causes the LMO, or that a change in a particular factor will necessarily result in a change in the probability of a LMO of the magnitude implied by the marginal effect. 
Some fundamental assumptions of regression analysis relate to:
the coverage of the survey (sample selection bias) 
whether factors not included in the model influence LMOs (omitted variable bias)
the direction of causality between the dependent and explanatory variables (endogeneity due to simultaneity)
whether self-assessed health status is measured accurately (endogeneity due to rationalisation)
whether the explanatory variables are related to each other (multicollinearity).
Sample selection bias
Sample selection bias occurs when the characteristics of the survey respondents are different from those of the in-scope population. When each person in the relevant population has an equal chance of being selected for the survey, the survey sample is described as being an ‘equal probability of selection’ sample design.[footnoteRef:10] In practice, this is difficult, and most surveys have various forms of sample selection bias arising from some groups having different probabilities of being selected in the sample, or from undercoverage where particular groups have no probability of being selected. In particular, people in non‑private dwellings (including prisons) were excluded from the 2008 NATSISS. The NATSISS has a relatively high level of undercoverage[footnoteRef:11] and potentially different selection probabilities for population groups, for example, in remote and non‑remote areas. This is likely to result in the estimated results being biased due to sample selection.  [10: 	See table A.7 for the sample size.]  [11: 	The undercoverage rate reported by the ABS is 53 per cent for the 2008 NATSISS. This is higher than the undercoverage rates reported by the ABS for the 2004-05 National Aboriginal and Torres Strait Islander Health Survey (42 per cent) and the Monthly Population Survey (12 per cent). More information on NATSISS sampling and non-sampling errors can be found at ABS (2010b). Some of the other significant factors contributing to undercoverage relate to non‑identification of Indigenous people, non-response to survey questions and errors identifying some private dwellings.] 

Sample selection bias is often corrected by applying weights to the data.[footnoteRef:12] Weights have the effect of repeating observations that are representative of an under-sampled group of people (ABS 2010b). It is accepted practice to weight sample descriptive statistics (such as means), but it is less clear whether weighted data should be used in regressions (Gelman 2007). Instead, the factors that influence the sample selection bias are often included as explanatory variables in the regression. In this analysis, the variable that might address sample selection bias is remoteness.  [12:  This includes applying a geographical adjustment to initial weights to account for different undercoverage rates and the characteristics of Indigenous people living in these areas and calibrating the weights with population benchmarks (ABS 2010b).] 

In this study, weighted data were not used because the added level of complexity makes it difficult to interpret results. This means that the estimated results are best described as representing the associations for individuals in the sample, and results cannot necessarily be extrapolated to the whole Indigenous population. Nonetheless, results for a particular type of individual are likely to be valid for other individuals displaying the same characteristics. 
A comparison of the results using unweighted data showed that application of (person) weights:
increased the standard errors of many variables and therefore reduced their statistical significance
changed the size of the marginal effects by small amounts.
Endogeneity due to unobserved heterogeneity (omitted variable bias)
A model’s results may be biased when the dependent variable and an explanatory variable are linked by a third variable that is not included in the model. This results in unobserved heterogeneity or omitted variable bias. An example is education and LMOs. A person’s educational attainment and LMOs may both be influenced by personal attributes, such as motivation, aptitude and preferences, some of which cannot readily be captured by surveys. Omitting these attributes from the model could result in the marginal effects for education (and possibly other explanatory variables) on LMOs being biased, since they might capture, in part, the effects of the omitted attributes. 
Results of other studies (Cai 2010; Laplagne et al. 2007) — using models of labour force participation and health, and Australian survey data — support the hypothesis of unobserved heterogeneity, especially for females, and concluded that the marginal effects derived from models that do not adjust for this kind of bias are likely to be upper bound estimates. 
Endogeneity bias due to simultaneity 
Results may also be biased when the direction of causality runs both ways between the dependent variable and an explanatory variable. An example is health and LMOs. People who are in good health are more likely to be able to work, but it is also true that working could affect a person’s health (in some cases positively; in other cases negatively). This means that a person’s health affects their LMO, but their LMO also affects their health. This form of endogeneity bias is known as simultaneity.
The impact of this type of bias on model estimates is unknown. The marginal effects could under or over‑estimate the true effect of a change in health on LMOs, depending on whether the relationship between LMOs and health is negative or positive. 
An alternative type of model, such as a simultaneous equations model (SEM), might be considered where dependent and explanatory variables are likely to be interdependent. SEMs can be used to test for interdependency between a dependent and explanatory variable. If necessary, these models can also correct for the endogeneity bias that would otherwise arise from a simpler, single equation model. 
Some studies have found evidence of endogeneity in models of labour force status and health. Cai (2010) found that good health had a positive and significant effect on labour force participation for men and women. It was reported that for men, there was a negative and significant reverse effect (of labour force participation on health), implying that treating health as an exogenous variable could lead to underestimates of the effect of health on labour force participation. 
Laplagne et al. (2007), using a SEMs model, also found evidence of simultaneity affecting the relationship between self-assessed health status and labour force participation for men aged 15–49 years. 
Endogeneity bias due to rationalisation
Laplagne et al. (2007) note that it is difficult to determine whether the relationship between labour force participation and self-assessed health results from a simultaneous relationship between the two, or from rationalisation endogeneity. Rationalisation endogeneity exists where self-assessed health status does not reflect true health status. For example, people might misreport their health status to justify non‑participation in the labour force. Unlike simultaneity bias arising from interdependent variables or unobserved heterogeneity, rationalisation endogeneity cannot be corrected (Laplagne et al. 2007).
Laplagne et al. (2007, p. 44) found:
For older females, the coefficient on labour force participation is positive and significant, which suggests rationalisation endogeneity might be present … Although rationalisation might be a cause of the positive coefficient for older females, it could also reflect positive ‘true’ endogeneity (simultaneity). 
This result is consistent with Cai (2010), reporting a positive and marginally significant relationship between labour force participation and self-reported health status for women. Cai (2010, p. 84) suggests that this may be evidence of rationalisation endogeneity, although it is also hypothesised that: 
 … the positive estimate for the labour force status variable for females may not be due to justification, rather it may be due to self-selection into labour force status and the selection of jobs by women. That is, those women who choose to be in the labour force are in good health and they are in jobs that are less likely to harm their health. 
Multicollinearity	
Multicollinearity occurs when explanatory variables are highly correlated with each other. This might occur when people suffer multiple disadvantage (for example, poor health, poor education and a criminal record) and the factors associated with disadvantage are all included in the model. Multicollinearity will not reduce the predictive power of the model as a whole, but the magnitude of individual coefficients may be unreliable, standard errors of their associated coefficients may be inflated, and as a result some explanatory variables might appear insignificant when they are not (Greene 2003).[footnoteRef:13] [13: 	There is a trade-off involved in balancing the potential impacts of multicollinearity by excluding some highly correlated explanatory variables, against the possibility of introducing omitted variable bias. ] 
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